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Abstract

Likelihood ratio �LR� tests for the cointegrating rank of a vector autoregressive �VAR�

process have been developed under di�erent assumptions regarding deterministic terms	 For

instance� nonzero mean terms and linear trends have been accounted for in some of the

tests	 In this paper we provide a general framework for deriving the local power properties

of these tests	 Thereby it is possible to assess the virtue of utilizing varying amounts of prior

information by making assumptions regarding the deterministic terms	 One interesting result

from this analysis is that if no assumptions regarding the speci
c form of the mean term are

made while a linear trend is excluded then a test is available which has the same local power

as an LR test derived under a zero mean assumption	

�We thank Ralf Br�uggemann for performing the computations and the Deutsche Forschungsgemeinschaft�

SFB ���� for �nancial support�
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� Introduction

Following the derivation of a full maximum likelihood �ML� analysis of cointegrated Gaussian

vector autoregressive �VAR� processes by Johansen ������ ����a�� likelihood ratio �LR� tests

for the cointegrating rank have been developed under various sets of assumptions	 The main

di�erences in these assumptions relate to the deterministic terms such as intercept and mean

terms as well as polynomial trends	 In particular� LR tests for the cointegrating rank have

been derived under the following conditions ��� there is no deterministic term at all� ��� an

intercept term is present only in the cointegration relations and there is no linear trend term�

��� a linear trend may be in the variables but not in the cointegration relations� ��� a linear

trend is present in both the cointegration relations and in the variables� ��� an additive linear

trend without any restrictions is added to the zero mean cointegrated stochastic part of the

process	 All these di�erent assumptions result in di�erent asymptotic null distributions of

the LR tests	 In this study we will derive the corresponding local power properties of the

LR tests	 These results enable us to assess the value of incorporating varying amounts of

prior information included in the di�erent sets of assumptions	 Moreover� it is seen which

factors are the crucial determinants of the local power of the tests	 An important result

is also that if an intercept term is present only in the cointegration relations and no linear

trend is present in the process then a test can be constructed with identical local power to

a test derived under scenario ��� where no deterministic term is present at all	

For some of the scenarios considered in this study� Johansen �����b� ������ Rahbek

������ and Horvath � Watson ������ have performed local power analyses	 Our approach

di�ers from that used in these articles� however	 We will develop a general framework 
rst

in which the local power of the LR tests can be readily established	

This study is structured as follows	 In the next section the model set�up is described

and the LR tests are considered in Section �	 Since all these tests may be viewed as being

obtained from a reduced rank �RR� regression a general result for such models is derived

in Section �	 In Section � this result is used to obtain the local power of the LR tests for

the cointegrating rank of a VAR process	 Conclusions are given in Section � and proofs are

contained in the Appendix	

The following notation is used throughout	 The vector yt � �y�t� 	 	 	 � ynt�� denotes an

observable n�dimensional set of time series variables	 The lag and di�erencing operators are
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denoted by L and �� respectively� that is� Lyt � yt�� and �yt � yt � yt��	 The symbol

I�d� is used to denote a process which is integrated of order d� that is� it is stationary

after di�erencing d times while it is still nonstationary after di�erencing just d � � times	

The symbols
d
� and

p
� signify convergence in distribution and probability� respectively�

and a	s	 is short for almost surely	 O���� o���� Op��� and op��� are the usual symbols for

the order of convergence and convergence in probability� respectively� of a sequence	 The

normal distribution with mean �vector� � and variance �covariance matrix� � is denoted by

N�����	 The symbols �max�A�� rk�A� and tr�A� signify the maximal eigenvalue� the rank

and the trace of the matrix A� respectively	 If A is an �n �m� matrix of full column rank

�n � m� we let A� stand for an �n � �n � m�� matrix of full column rank and such that

A�A� � �	 For an �m� n� matrix A and an �m� s� matrix B� �A  B� is the �m� �n� s��

matrix whose 
rst n columns are the columns of A and whose last s columns are the columns

of B	 For a symmetric matrix A we write A � � to indicate that A is positive de
nite	 The

�n� n� identity matrix is denoted by In	 LS is short for least squares and DGP abbreviates

data generation process	 RR means reduced rank	 As a general convention� a sum is de
ned

to be zero if the lower bound of the summation index exceeds the upper bound	

� Preliminaries

Our point of departure is the DGP of an n�dimensional multiple time series yt � �y�t� 	 	 	 � ynt�
�

de
ned by

yt � �� � ��t� xt� t � �� � 	 	 	 � �����

where �� and �� are unknown� 
xed �n � �� parameter vectors and xt is an unobservable

error process with VAR��� representation in error correction �EC� form

�xt � �xt�� � �t� �����

where �t � iid N������ x� � � and � is an �n � n� matrix of reduced rank r �� � r � n�	

Of course� this model set�up is simpler than in most applied studies with respect to the

order of the process and the distribution of the residuals	 The main reasons for choosing

this simple model are that considering higher order short term dynamics makes the notation

more complicated and has no impact on the results regarding the local power of those tests

which are of primary interest in the following	 It is also the framework used in other power
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studies to which we intend to compare our results �see Johansen ������� Rahbek �������	

The same is true for the assumption of normally distributed residuals	 It is made mainly for

convenience	 Alternative distributional assumptions would have to be such that the same

local power results are obtained and are therefore not of great interest for our purposes	

The rank of the matrix � is the cointegrating rank of the variables xt or� equivalently� of

yt	 It is the focus of interest in the following	 Suppose it is determined by testing the pair

of hypotheses

H��r��  r � r� vs	 H��r��  r � r�� �����

It is also possible to consider the alternative hypothesis H�  r � r� � �	 For simplicity we

will focus on H��r�� as given in ��	�� in this study	 The local alternatives to be considered

are given by

HT �r��  � � ��� � T�����
�

�� �����

where � and � are 
xed �n � r�� matrices of rank r� and �� and �� are 
xed �n� �r � r���

matrices of rank r� r� and such that the matrices ��  ��� and ��  ��� have full column rank

r	 We use the assumption from Johansen ������ and Rahbek ������ that the eigenvalues of

the matrix Ir� � ��� are less than � in modulus	

Depending on the assumptions regarding the deterministic terms �� and �� there are

di�erent likelihood ratio tests for the hypotheses in ��	��	 These tests will be reviewed in

the next section	

� Likelihood Ratio Tests

Most of the test statistics considered in this study may be obtained from reduced rank

regressions of the from

�yt � 	 � �B�y�t�� � zt� �����

where 	 is a 
xed �n � �� intercept vector� B is a suitable �m � r�� matrix with m � n�

y�t�� is an m�dimensional vector and zt is an error term which contains all parts of the

process which are not accounted for by the other quantities	 The assumptions underlying

the di�erent tests amount to imposing restrictions on the intercept vector 	 and choosing B

and y�t�� appropriately	 The following cases have been considered in the literature	
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Case �� �� � �� � �� that is� the process has zero mean term and no linear trend	 In

this case the LR test statistic is obtained from a reduced rank regression

�yt � ���yt�� � zt�

that is� 	 � �� B � � and y�t�� � yt�� in ��	��	 The resulting test statistic will be denoted

by LR��r��	 Critical values may be found in Johansen ������ Table ��	�� or Reinsel � Ahn

������ Table I� among others	

Case �� �� arbitrary� �� � �� that is� there is no deterministic linear trend and this

information is available	 The test statistic is obtained from

�yt � ��� �yt�� � 
� � zt�

Hence� 	 � �� B� � ���  
� and y�t�� � �y�t��  ��
�	 The resulting test statistic will be

denoted by LR��r�� and critical values may be found in Johansen ������ Table ��	��	 For

this case Saikkonen � Luukkonen ������ consider an alternative to the LR test which is

based on constructing an estimator for �� 
rst� mean adjusting the data by subtracting that

estimator and then applying an �LR� test to the mean adjusted data	 The resulting test

statistics will be denoted by LRSL�r��	 It has the same limiting null distribution as LR��r��	

Case �� �� arbitrary� ���� � �� so that a linear trend may be present in the variables	

In this case the relevant EC model for determining the test statistic is

�yt � 	 � ���yt�� � zt�

Thus� there is a nonzero intercept term� B � � and y�t�� � yt�� in the framework of the

general model ��	��	 The asymptotic distribution of the LR statistic under H��r�� depends

on whether or not �� � �	 Critical values for the case �� � � are given� e	g	� in Johansen

� Juselius ������ Table A	�� or Reinsel � Ahn ������ Table I�	 The test statistics used in

conjunction with these critical values will be denoted by LRi��r��	 Critical values for the

situation where �� �� � may be found� for example� in Johansen ������ Table ��	��	 The

corresponding test statistics will be denoted by LRi�r��	

Case �� �� and �� arbitrary� that is� ���� �� � is possible	 In that case a linear trend

may be present in both the variables and the cointegrating relations	 The relevant estimation

equation is

�yt � 	 � ����yt�� � � �t� ��� � zt�
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Note that this model excludes quadratic trends without imposing restrictions on 	 and

� 	 In the framework of ��	�� there is again a nonzero intercept term� B� � ���  � � and

y�t�� � �y
�

t��  t� ��
�	 The test statistics will be denoted as LR��r�� and critical values may

be obtained from Johansen ������ Table ��	��	

Case �� ��� �� arbitrary and in estimating the trend parameters restrictions are not

imposed to guarantee a linear trend	 The di�erence to Case � is that the estimation is based

on the equation

�yt � 	� � 	�t� ���yt�� � zt �����

which is not directly compatible with the model ��	��	 It will be shown in the next section�

however� that it can be treated in a similar way as the other cases	 Without restrictions on

	� a model of the type ��	�� can generate quadratic deterministic trends	 The resulting test

was proposed by Perron � Campbell ������ who derived the asymptotic properties of the

test statistics which will be denoted by LRPC�r��	 Critical values may be found in Rahbek

������ and Perron � Campbell ������	

In the next section a general result will be given which allows to study the local power

properties for the tests summarized here	 The local power properties of LR��r�� are also given

in Johansen �����b� ����� and those of LRPC�r�� are derived in Rahbek ������	 Moreover�

LRi�r�� is known to have local power of a better order than the other tests �see again

Rahbek �������	 Thus� based on a local power criterion one would always apply LRi�r�� if

the underlying assumptions for this test can be justi
ed	 Unfortunately� in practice this may

be di�cult in many situations and one may consider using one of the other tests	 Therefore

we will compare the local power of those other tests in the following	

� A General Result

We shall now give a general result for LR tests based on reduced rank �RR� regression	 The

following model will be considered

Yt � AB�Xt � Zt� t � �� 	 	 	 � T� �����

where Yt and Zt are �n� �� vectors� Xt is an �m� �� vector with m � n and A and B are

�n� r�� and �m� r�� matrices of full column rank� respectively	 The error term Zt is of the
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form

Zt � T��A�B
�

�Xt � Et� �����

where A� and B� are �n� �r� r��� and �m� �r� r��� matrices� respectively� with r� r� � �

and Et is the error term under the null hypothesis that ��	�� is the correctly speci
ed model	

The matrices �A  A�� and �B  B�� are supposed to be of full column rank unless the null

hypothesis holds� in which case A� � � and B� may also be zero	 It may be worth noting

that� in addition to the counterpart of the series Zt� also the counterparts of the series Yt�

Xt and Et may then depend on the sample size� as will be seen later	 For ease of notation

and because it has no e�ect on the general treatment in the following� we have not indicated

the possible dependence of the quantities in ��	�� and ��	�� on the sample size	

As is well known� the RR estimators of A and B can be obtained as follows	 First consider

the generalized eigenvalues ��� � � � � � ��n obtained as solutions of

det�MXYM
��
Y YMY X � �MXX� � �� �����

where

MXX � T��
TX
t��

XtX
�

t� MXY �M �

Y X � T��
TX
t��

XtY
�

t � MY Y � T��
TX
t��

YtY
�

t �

Let �b�� 	 	 	 ��bn be the eigenvectors corresponding to ���� 	 	 	 � ��n so that

�MXYM
��
Y YMY X � ��jMXX��bj � �� �����

As usual� these eigenvectors are normalized as

�b�iMXX
�bj �

��
� �� if i � j

�� if i �� j
� �����

Then we have �B � ��b�� 	 	 	 ��br�� while �A is the LS estimator in a regression of Yt on �B�Xt	

Note that the foregoing formulation corresponds to that used by Johansen ������ Section

�	��	 Our 
rst main result is the consistency of the RR estimators normalized in a suitable

way	 This result is obtained under the following general assumptions	

Assumption ��

�i� T��
PT

t��B
�XtX

�

tB
p
� �BB � �

�



�ii� T��
PT

t��B
�

�
XtX

�

tB � Op���

�iii� T��
PT

t��XtX
�

t
d
� G for some �generally� random �m�m� matrixG with B�

�
GB� �

� and B�G � � �a	s	�

�iv� T����
PT

t�� EtX
�

tB � Op���

�v� T��
PT

t�� EtX
�

tB�

d
� S for some random �n� �m� r��� matrix S

�vi� T��
PT

t�� EtE
�

t � �EE �Op�T����� for some 
xed matrix �EE � �

Furthermore� the sequences in �iii� and �v� converge jointly in distribution	

The above formulation of the estimators enables us to mimic the consistency proof given

in Johansen�s ������ Lemma ��	�	 In the same way as in that lemma we also normalize the

estimators �A and �B in a particular �infeasible� fashion to prove consistency	 Consistency

when other normalizations are used can then be obtained by the argument discussed in

Johansen ������ p	 ����	 Once the consistency of �A and �B has been proved it is easy to

show that a consistent estimator of the matrix �EE is

��EE � T��
TX
t��

�Yt � �A �B�Xt��Yt � �A �B�Xt�
�� �����

The following lemma summarizes these results	 It is shown in the Appendix	

Lemma �

Consider the normalized estimators �B� � �B� � �B��� and �A� � �A �B� where  � � �B �B���B�	

Then� if Assumption � holds� �B� � B � Op�T���� �A� � A � Op�T����� and ��EE �

�EE �Op�T
�����	

Let us now consider testing the null hypothesis that the RR regression equation ��	��

is correctly speci
ed so that the error term Zt equals Et	 If Et � iid N����EE� and Xt is

strictly exogenous or predetermined one can obtain the LR test against the alternative that

the regression coe�cient matrix is of full row rank	 It can be shown that this test can be

based on the auxiliary regression model

�A�

�
Yt �  �Ut �R �Vt �Nt� �����
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where �Ut � �B�Xt� �Vt � �B �

�
Xt and Nt � �A�

�
Zt � �A�

�
A� �B �B��Xt	 Furthermore�  � �A�

�
A

and the true value of R is zero	 The details are stated in the following lemma	

Lemma �

The usual LR statistic for testing H�  R � � versusH�  R �� � in the multivariate regression

model ��	�� is identical to the LR statistic for testing H�  rk�!� � r� versus H�  rk�!� � r�

in the Gaussian multivariate regression model Yt � !Xt � Et	

Of course� asymptotically equivalent tests can be obtained by using the corresponding

Wald test or LM test	 For convenience we will work with the LM version in the following	

Hence� we consider the test statistic

LR�r�� � trf� �A
�

�
��EE

�A��
�� �R �MV �U

�R�g� �����

where �R is the LS estimator of R from ��	�� and

�MV �U �
TX
t��

�Vt �V
�

t �

TX
t��

�Vt �U
�

t

�
TX
t��

�Ut
�U �

t

��� TX
t��

�Ut
�V �

t � �����

Notice that here we have assumed that the estimators used to construct the test statistic

LR�r�� are obtained from the RR regression considered in Lemma �	 However� as far as

asymptotic results are concerned� �A� �B and ��EE can be any estimators for which the results

of Lemma � hold	 For instance� the Wald statistic is obtained by replacing ��EE in the

de
nition of LR�r�� by

"�EE � T��
TX
t��

�Yt � "!Xt��Yt � "!Xt�
�� ������

where "! is the full rank LS estimator of the product matrix AB� in ��	��	 Now we are ready

to state our main result	

Theorem �

Suppose that Assumption � holds and �A� �B and ��EE are any estimators satisfying the results

of Lemma �	 Then� as T ���

LR�r��
d
� trf�A�

�
�EEA�����A�

�
A�B

�

�GB� �A�

�
S��B �

�
GB�����A�

�
A�B

�

�GB� �A�

�
S��g

� trf�A�

�
�EEA�����FB�

�
GB� �A�

�
S��B�

�
GB�����FB�

�
GB� �A�

�
S��g�

where F � A�

�
A�B

�

�B��B�

�
B����	

�



Table �� Relations of LR Test Statistics to RR Model ��	��	

Test

statistic Yt Xt Et A B A� B�

LR��r�� �yt yt�� �t � � �� ��

LR��r�� �yt 	y�
t�� 
 ��

� �t � 	�� 
 ��� �� 	��� 
 ��
�

����
�

LRSL�r�� �yt ��y yt�� � ��
�t � ������ � ���

�T�����
�

���� � ���
� � �� ��

LRi��r�� �yt ��y yt�� � �y�� �t � �� � � �� ��

LR��r�� �yt ��y

�
� yt�� � �y��

t� �� �

�
�T � ��

�
� �t � �� �

�
� �

�

�
� ��

�
� ��

������

�
�

LRPC �r�� ��yt � ��� � ���t� yt�� � ��� � ����t� �� �t � � �� ��

Note� The overbar denotes the arithmetic mean� �� is an estimator of �� which is described in Saikkonen

� Luukkonen ������� ��� and ��� are LS estimators of the trend parameters obtained from regressing yt on

� and t�

The proof of this result is also given in the appendix	 Note that the limiting null distri�

bution of the LR statistic is obtained by setting A� � �	 It may be worth noting that the

limiting distribution depends on the random matrix S only through the term A�

�
S	 This

fact will be useful later when explicit expressions of the asymptotic distribution in Theorem

� are derived for special cases	

� Local Power of LR Tests

��� Theory

The general result in Theorem � can be used to derive the asymptotic distributions of the

LR statistics presented in Section � by writing the underlying model essentially in the form

��	�� and then showing that the relevant quantities Yt� Xt and Et satisfy the conditions

summarized in Assumption �	 For the di�erent test statistics the precise form of Yt� Xt

and Et is given in Table �	 A speci
c form of each of the asymptotic distributions obtained

from Theorem � is then derived for the individual tests using known limiting results	 The

following corollary gives the details	 A full proof is given in the Appendix	

We use the following notation to state the results	 The symbolW�u� is used to denote

�



a Brownian motion with covariance matrix � and K�t� denotes the Ornstein�Uhlenbeck

process de
ned by the integral equation

K�u� � ��

�
W�u� � ��

�
���

�

�����
�

�
���

��

Z u

�

K�s�ds �� � u � �� �����

or� equivalently� the stochastic di�erential equation

dK�u� � ��

�
dW�u� � ��

�
���

�

�����
�

�
���

��K�u�du �� � u � ��

�see� e	g	� Johansen ������ Chapter ����	 Furthermore� N�s� is the Ornstein�Uhlenbeck

process de
ned by

N�s� � ���

�
����

����K�s� and #N�s� � N�s��

Z �

�

N�u�du� �����

Note that it is straightforward to check that alternatively N�s� may be de
ned as

N�s� � B�s� � ab�
Z s

�

K�u�du� �����

where B�s� is an n � r dimensional standard Brownian motion and the quantities a and b

are given by

a � ���

�
����

������

�
�� and b � ���

�
����

������

�
���

����

�
�� �����

�cf	 Johansen ������ pp	 ���������	 In the following the argument of the Ornstein�Uhlenbeck

processes is occasionally dropped when no confusion is possible	 Now we can give the limit�

ing distributions of the LR statistics under local alternatives	

Corollary �

Under the assumptions for the DGP stated in Section � the following limiting results hold

LR��r��
d
� tr

��Z �

�

NdN�

���Z �

�

NN�ds

����Z �

�

NdN�

��
�

LR��r��
d
� tr

��Z �

�

N�dN�

���Z �

�

N�N�
�

ds

����Z �

�

N�dN�

��
�

where N��s� � �N�s��  ����

LRSL�r��
d
� tr

��Z �

�

NdN�

���Z �

�

NN�ds

����Z �

�

NdN�

��
�

��



LRi��r��
d
� tr

��Z �

�

#NdN�

���Z �

�

#N #N
�
ds

����Z �

�

#NdN�

��
�

LR��r��
d
� tr

��Z �

�

N�dN�

���Z �

�

N�N��

ds

����Z �

�

N�dN�

��
�

where N��s� � � #N�s��  s� �
�
��� and

LRPC�r��
d
� tr

��Z �

�

NPCdN�

���Z �

�

NPCNPC�

ds

����Z �

�

NPCdN�

��
�

where NPC�s� is a trend adjusted version of N�s�� that is� N�s� is corrected for mean and

linear trend	

There are some interesting observations that can be made from this corollary	 None of

the limiting distributions depends on the dimension and cointegrating rank of the process

directly but just on n � r�� the number of common trends under the null hypothesis	 Of

course� this result is not surprising because it was also obtained for LR� and LRPC by

Johansen ������ and Rahbek ������	 Moreover� it follows from ��	�� and ��	�� that the

limiting distributions depend on �� �� �� �� and �� only through a � ���

�
����������

�
�� and

b � ���

�
����������

�
������ �

�
��	 This implies� for instance� for the case r � r� � �� where ��

and �� are �n � �� vectors� that the limiting distributions depend on two parameters only�

namely

f � b�a and g� � a�ab�b� �a�b�� �����

�see Johansen ������ Corollary ��	���	 This fact is convenient in the simulations presented

later	

The local power of the test statistics LR��r��� LRSL�r��� LRi��r��� LR��r�� and LRPC �r���

which allow for a nonzero mean ��� do not depend on the actual value of this mean term	

Similarly the local power of none of the tests allowing for a linear trend depends on the

actual value of the slope parameter vector ��	

Moreover� note that the limiting distribution of LRSL�r�� is the same as that of LR��r��	

This result was obtained by Saikkonen � Luukkonen ������ under H� and is now seen to

be valid also under local alternatives	 It means that prior knowledge that �� � � is not

helpful for improving the asymptotic local power of the test for the cointegrating rank	 In

other words� the same local power can be achieved with and without such prior knowledge	

��



For the univariate case� a similar result was also obtained by Elliott� Rothenberg � Stock

������	

��� Simulations

Since the local power functions in Corollary � involve nonstandard distributions the relative

e�ciencies of the various tests are not obvious	 Therefore� following Johansen ������ Sec	

��	��� we have computed the local power for r � r� � � by simulating the discrete time

counterpart of the Ornstein�Uhlenbeck process N�s�	 Note that from ��	�� we get dN�u� �

dB�u� � ab�N�u�du	 Hence� in the simulations we use

�Nt �
�

T
���

�

�Nt�� � et� t � �� 	 	 	 � T � �����

with et � iidN��� In�r��� N� � ��

��

� �

�			�
			�
� for n� r� � �

��� �� for n� r� � �

��� �� �� for n� r� � �

and

��

� �

�			�
			�

f for n� r� � �

�f� g� for n� r� � �

�f� g� �� for n� r� � �

�

From these generated Nt we have computed

GT �
�

T �

TX
t��

FtF
�

t and ST �
�

T

TX
t��

Ft�N
�

t�

where the de
nitions of the Ft for the di�erent tests are given in Table �	 Finally� the values

of the asymptotic LR statistics are obtained as LR�r�� � tr�S�

TG
��
T ST �� This experiment is

repeated R � ���� times and the resulting values of the test statistics are compared to the

corresponding � $ critical values of the relevant asymptotic null distributions	 The relative

rejection frequencies are depicted in Figures � � � for di�erent values of f and g and di�erent

dimensions n� r�	

A few interesting features can be seen in these 
gures	 A 
rst impression is that in

general it pays to use as much prior information as possible	 This result conforms with

the conclusions from Horvath � Watson ������ who analyze local power of LR tests in

��



Table �� De
nitions of Ft in Simulating Local Power

Test statistic Ft

LR��r�� Nt��

LR��r�� �N�

t��  ��
�

LRSL�r�� Nt��

LRi��r�� Nt�� � T��
PT

t��Nt��

LR��r�� ��Nt�� � T��
PT

t��Nt����  t� � �
�
�
�T � ����

LRPC�r�� Nt�� � ��� � ����t� ��

Note
 ��� and ��� are LS estimators of the trend parameters obtained from regressing Nt on � and t�

the situation where some of the cointegrating vectors may be known	 They also 
nd that

this kind of prior knowledge can result in substantial improvements in local power	 Indeed�

using knowledge regarding the deterministic terms can result in substantially more powerful

tests in the present setting	 For instance� LRPC �r�� which assumes no knowledge regarding

deterministic terms has much less power than LR��r�� which assumes knowledge that both

�� and �� are zero	 On the other hand� knowledge that the mean term is zero is not helpful

for improving local power because LRSL�r�� has the same local power as LR��r�� without

using any knowledge on the mean term	 It is striking� however� how much local power can

be gained from estimating the mean term in the %right way& relative to just including an

intercept term in the RR regression as in LR��r�� and LRi��r��	 For many combinations of

f and g the rejection probabilities of LRSL�r�� are seen to be about twice as large as those

of LR��r�� and LRi��r��	 For instance� in Figure � for f � ���� the rejection frequency of

LRSL�r�� is �	�� whereas LR��r�� and LRi��r�� have local power �	�� and �	��� respectively	

It is also interesting to see that� for a large part of the parameter space considered in

our study� LR��r�� has smaller local power than LRi��r��� although both tests require the

assumption that there is no deterministic trend term	 This knowledge is used in LR��r�� to

restrict the mean term to the cointegration relations whereas such a restriction is not used

in LRi��r��	 Obviously� in this case imposing the extra restriction in LR��r�� may result in

a loss in asymptotic local power	 This result is in line with the simulations of Horvath �

Watson ������ who compare the local power of LRi��r�� and LR��r�� in a more restrictive

��



setting and 
nd the same result	 In fact� in Horvath � Watson�s study LR��r�� was always

inferior to LRi��r��	 In Figures � and � it is seen that in part of our parameter space the

opposite may be true	 Of course� if �� � � is assumed so that there is no linear trend� then�

from the point of view of local power maximization� neither LR��r�� nor LRi��r�� should be

used	 Clearly� LRSL�r�� is the better choice in this case	

It is also interesting to compare the performance of LR��r�� and LRPC�r��	 The former

test imposes the restriction that the estimated trend is at most linear whereas Perron �

Campbell ������ assume a linear trend in the DGP but do not impose this restriction in

computing the test statistic LRPC �r��	 As a result the local power of the two tests di�ers	

It can be seen in the 
gures� however� that LR��r�� is not always superior to LRPC �r�� �see

in particular Figure ��	

Another issue of practical importance is the dependence of the power on n � r�� the

number of stochastic trends under H��r��	 In Figure � it is seen that increasing n � r�

results in a loss of power for all the tests	 This behaviour is not surprising	 It was also

observed by Johansen ������ in studying the local power of LR��r��	 He states that %the

power decreases 			 if there are many dimensions �for the additional cointegration vector� to

hide in& �Johansen ������ p	 �����	

��� Extensions

Notice that the test statistic LR��r�� can also be used for testing the joint hypothesis that

� � ��� and the intercept term 	 � �
	 In this set�up it may happen that the null hypothesis

� � ��� holds whereas 	 �� �
	 In this case the intercept term in the model is unrestricted	

This possibility was ruled out in Case � by assuming �� � �	 If 	 � �
 were part of the null

hypothesis it would be reasonable to consider also local alternatives of this part of the null

hypothesis	 Because these local alternatives would be of order O�T����� while those speci
ed

in HT �r�� in ��	�� are of order O�T���� this case does not 
t into our present framework	 A

similar comment applies with respect to the test statistic LR��r��	

��



� Conclusions

We have investigated the asymptotic local power of LR tests for the cointegrating rank of a

VAR process under various di�erent assumptions regarding the properties of the determin�

istic terms	 For this purpose a general framework for deriving the asymptotic distribution

of LR tests under local alternatives has been presented	 A number of LR tests for the

cointegrating rank were then shown to 
t into this framework and thus their local power

properties could be established	 The following main results have been obtained	 ��� If the

DGP is known to have no deterministic linear trend then the test suggested by Saikkonen

� Luukkonen ������ which is based on LRSL�r�� is optimal from a local power point of

view	 It achieves the same power against local alternatives as the LR test which is based

on the assumption that the DGP is known to have mean zero	 ��� Not knowing whether

there is possibly a linear trend and hence using LRPC �r�� to be on the save side� results in a

substantial loss of power in comparison with tests which are based on the assumption that

no linear trend term is present	 ��� The actual values of the trend and mean parameters

do not enter the asymptotic distributions of the LR test statistics under local alternatives	

Thus the actual magnitude of these parameters is of no relevance for the local power of these

tests	

From a practical point of view it should perhaps be pointed out� however� that superior

local power of a test does not necessarily imply superior power in small samples	 Local

power analysis is perhaps best thought of as an analysis of the power against alternatives

close to the null hypothesis	 Of course� achieving good power against such alternatives may

be more important than good power against alternatives far away from the null for which

it is relatively easy to determine that the null hypothesis is wrong anyway	 In conclusion�

while optimal local power is not a guarantee for optimal performance in all situations� tests

with the former property are particularly useful in di�cult situations where it is necessary

to discriminate between nearby models	 Hence� the local power properties should be a

major factor in making a choice among di�erent tests which may be available in a particular

situation	
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Appendix� Proofs

The notation from the previous sections of this paper is used here	

A�� Proof of Lemma �

First note that from ��	��� ��	�� and Assumption � one readily obtains

MY Y � AB �MXXBA
� � T��

TX
t��

EtE
�

t � op��� � A�BBA
� � �EE � op���

and

MY XB � AB�MXXB � op��� � A�BB � op����

Next� de
ne DT � �B  T����B�� and notice that ��	�� is equivalent to

det�D�

TMXYM
��
Y YMY XDT � �D�

TMXXDT � � �� �A���

This equation has the same eigenvalues as ��	�� and eigenvectors D��
T
�bj �j � �� 	 	 	 � n�	 As

T ��� the eigenvalues of �A��� converge weakly to those of the equation

det��BY�
��
Y Y �Y B � ��BB� det��B

�

�
GB�� � ��

where we have used the notation �Y Y � A�BBA
� � �EE and �Y B � ��

BY � A�BB	 Thus�

the situation is entirely analogous to that in the proof of Lemma ��	� of Johansen ������

and proceeding in the same way as there we can conclude that �B� � B � op�T����� and�

furthermore� that �A� � A� op��� and ��EE � �EE � op���	

The next step is to establish the stated orders of consistency of �B�� �A� and ��EE	 To this

end� we write the 
rst order conditions for �A� and �B� by modifying the analogs of Johansen�s

������ equations ���	�� and ���	�� in an obvious way after which the proof proceeds in the

same way as in Johansen ������ pp	 �������� except that the relevant convergence results

are obtained from Assumption � and the 
rst part of the present proof	 The last result of the

lemma is not explicitly given by Johansen ������ but it can be obtained in a straightforward

manner from the order results for �A� and �B�	

A�� Proof of Lemma �

Estimating the parameters of model ��	�� unrestrictedly by multivariate LS yields

Yt � "!Xt � "Et� t � �� 	 	 	 � T� �A���

��



Let "�EE be the corresponding estimator of the error covariance matrix �EE as in ��	���	 Then

the LR test statistic for H�  rk�!� � r� can be written as

LR�r�� � T

nX
j�r���

log�� � ��j�� �A���

where ��� � � � � � ��n are the ordered generalized eigenvalues obtained as solutions of

det� "!MXX
"!� � �"�EE� � � �A���

with MXX as de
ned in Section �	 Let ��� � � � � � ��n be the eigenvectors corresponding to

���� 	 	 	 � ��n so that

� "!MXX
"!� � ��j "�EE���j � �� �A���

These eigenvectors are normalized as

���i "�EE
��j �

��
� �� if i � j

�� if i �� j
� �A���

The Gaussian ML estimator of B � �b�� 	 	 	 � br� is given by �B � ��b�� 	 	 	 ��br�� where

�bj � ������
j

"!� ��j �j � �� 	 	 	 � n�� �A���

Note that r � r� under the null hypothesis	 It follows from �A���� �A��� that we have the

usual normalization �B�MXX
�B � Ir as in Section � �see Anderson ������ pp	 ��� � �����	

Let �� � ����� 	 	 	 � ��r�� ��� � ���r��� 	 	 	 � ��n� and �B� � ��br��� 	 	 	 ��bn� with r � r� if the null

hypothesis is assumed	 Then multiplying �A��� by ���  ����� gives

���Yt � �'��� �B�Xt � ��� "Et �A���

���
�
Yt � �'���

�
�B�

�
Xt � ���

�
"Et �A���

where �' � diag����� 	 	 	 � ��r�� �'� � diag���r��� 	 	 	 � ��n� and� by �A���� the residuals are uncor�

related �within the sample� with identity covariance matrix	 The LR test statistic �A���

can clearly be obtained from �'
���
� in �A��� without using the part of the model given in

�A���	 This shows that we may obtain the LR test statistic from a model which results from

premultiplying �A��� by a suitable matrix	

To make this even more apparent� de
ne ���  ����� � ���  ������ and note that �A��� and

�A��� imply

Yt � ���'��� �B�Xt � ����'
���
�
�B�

�
Xt � "Et

� �A �B�Xt � �A�
�B�

�
Xt � "Et�

��



where �A � ���'��� and �A� � ����'
���
� 	 Thus� since �A� 	 span����� it follows that the LR test

statistic can also be obtained as follows	 First the LS regression �A��� is premultiplied by

the estimator �A�

�
and the regressor Xt is replaced by �B �

�
Xt	 Then the signi
cance of the

coe�cient estimator of �B�

�
Xt is tested in the resulting �reduced� model �of n� r� equations�

by using the conventional LR test of the multivariate linear model	 Hence Lemma � is

established	

A�� Proof of Theorem �

First note that the test statistic LR�r�� is invariant to normalizations of �A� �B� �A� and �B�

so that we can assume that these estimators have been made unique by appropriate normal�

izations �cf	 Lemma �� Johansen ������ Chapter ��� and Paruolo �������	 This implies also

that the estimators �A� and �B� are consistent and their orders of consistency are Op�T�����

and Op�T���� respectively	 Next consider the estimator �R and use standard LS theory to

write

T �R � T��
TX
t��

Nt
�V �

t �T
�� �MV �U�

���

From Assumption � and the above mentioned consistency of �B and �B� it readily follows

that

T�� �MV �U � T��
TX
t��

VtV
�

t � op���
d
� B�

�
GB�� �A����

Similar arguments and the de
nitions of Nt and Zt give

T��
PT

t��Nt
�V �

t � T��
PT

t���
�A�

�
Zt � �A�

�
A� �B �B��Xt� �V �

t

� T��
PT

t��
�A�

�
Zt
�V �

t � op���

� �A�

�
A�B

�

�T
��
PT

t��Xt
�V �

t � �A�

�
T��

PT
t�� Et

�V �

t � op���

� A�

�
A�B

�

�T
��
PT

t��XtX
�

tB� �A�

�
T��

PT
t�� EtX

�

tB� � op����

Thus� from Assumption ��iii� and �v� we can conclude that

T��
TX
t��

Nt
�V �

t
d
� A�

�
A�B

�

�GB� �A�

�
S� �A����

Furthermore� �A���� and �A���� in conjunction with the continuous mapping theorem yield

T �R
d
� �A�

�
A�B

�

�GB� �A�

�
S��B �

�
GB��

��� �A����

��



Thus� since we obviously have �A�

�
��EE

�A� � A�

�
�EEA� � op��� the 
rst form of the limiting

distribution stated in Theorem � follows from �A����� �A���� and the continuous mapping

theorem	 The second form is obtained by using that B��B�

�
B����B�

�
�B�B �B���B � � In and

noting that B�

�GB� � B �

��B��B�

�
B����B�

�
� B�B�B���B��GB�

�
� B �

�B��B �

�
B����B�

�
GB�

by Assumption ��iii�	

A�� Proof of Corollary �

As mentioned in Section �� the limiting distributions given in Corollary � may be derived

from Theorem � by writing the underlying model in the form ��	�� and then showing that

Assumption � is satis
ed	 Finally� it is checked that the speci
c asymptotic distributions

result from the general forms given in Theorem �	 Because the asymptotic distributions

of LR��r�� and LRPC �r�� have been derived by Johansen ������ Chapter ��� and Rahbek

������ Theorem �	�� using a di�erent approach we will not give detailed proofs of these

results here to save space	 Instead we begin by establishing the asymptotic distribution of

LRi��r��	

A���� Limiting Distribution of LRi�

This test is obtained by a RR regression of the form

�yt � ���#yt�� � #et� t � �� 	 	 	 � T� �A����

where the overbar signi
es ordinary mean correction and the error term #et has the represen�

tation

#et � T�����
�

�#yt�� � #�t� �A����

Thus� we have a special case of ��	�� and ��	�� where the counterparts of Yt� Xt and Et

��yt� #yt�� and #�t� depend on the sample size	 To obtain the limiting distribution of the

test statistic LRi��r�� from Theorem � it therefore su�ces to check that Assumption � is

satis
ed	

Note that� since #yt�� � #xt�� and �yt � �xt� we may assume that �� � �	 Let #y�� and

#x�� be the sample means of yt�� and xt��� respectively �t � �� 	 	 	 � T �	 By Theorem ��	� of

Johansen ������ ��#y�� behaves asymptotically in the same way as under the null hypothesis

H��r��	 Thus� we have ��#y�� � Op�T����� and the validity of Assumption ��i� follows from

��



the second result of Johansen�s ������ Lemma ��	�	 By Theorem ��	� of Johansen ������

and a standard application of the continuous mapping theorem we have

T������

�
#y��

d
�

Z �

�

K�u�du

and� since we may assume that �� � �c� � �� �see below�� it follows that here �� can be

replaced by ��	 Thus� we have � �

�
#y�� � Op�T ���� and� by the argument given for Assumption

��i�� ��#y�� � Op�T�����	 These facts and the sixth result in Johansen�s ������ Lemma ��	�

imply that Assumption ��ii� holds	 Moreover� the following result is obtained from the fourth

result of Johansen�s ������ Lemma ��	�

T��
TX
t��

��

�
#yt��#y

�

t����
d
�

Z �

�

#K�s� #K�s��ds� �A����

where #K�s� � K�s��
R �

�
K�u�du	 From this result it readily follows that Assumption ��iii�

holds with B�

�
GB� given by the right hand side of �A����	

As to Assumptions ��iv� and �v�� note 
rst that they are known to hold under the

null hypothesis H��r��	 After this it is straightforward to conclude from Theorem ��	� of

Johansen ������ and well�known properties of stationary and integrated processes that the

same is true under HT �r��	 Next notice that

T��
TX
t��

#�t#y
�

t���� � T��
TX
t��

�ty
�

t���� � T ���#�T����#y�
���� � op����

The 
fth result of Johansen�s ������ Lemma ��	�� the central limit theorem applied to #� and

the limiting distribution of T����#y�� obtained above now show that

T��
TX
t��

#�t#y
�

t����
d
�

Z �

�

dW�s� #K�s��� �A����

which means that Assumption ��v� holds with S given by the right hand side of �A����	

Finally� since the counterpart of Et is #�t the law of large numbers implies that Assumption

��vi� holds with �EE � �	

Now� using these results the limiting distribution of the test statistic LRi��r�� under

the local alternatives ��	�� can be deduced from Theorem �� where the latter form of the

limiting distribution is more convenient for our purposes	 To be able to present the result

in a convenient form we 
rst note that the matrix ��

�
�� can be replaced by ��

�
��	 To see

this� write �� � �c� � ��c� and recall that the matrix ��

�
�� is nonsingular by assumption	

��



This implies that the matrix c� is nonsingular and� since the limiting distribution of the

test statistic LRi��r�� is invariant to the transformation �� � ��c
��
� � we can assume that

c� � In�r	 Thus� we can write ��

�
�� � ��

�
�� so that the counterpart of the term �FB�

�
GB��

A�

�
S�� in Theorem � becomesZ �

�

#K�s�dW�s���

�
�

Z �

�

#K�s� #K�s��ds���

�
���

����

�
���

�

��� �

Z �

�

#K�s�dK�s��� �A����

where the equality follows from the de
nition of the process K�s� �cf	 Johansen ������ p	

�����	 From this and our earlier discussion we can now conclude that LRi��r�� has the

limiting distribution given in Corollary �	

A���� Limiting Distribution of LR�

Now we turn to the proof of the limiting distribution of LR��r��	 This test assumes that

�� � � and it is based on the RR regression

�yt � ���
�

y�t�� � e�t � t � �� 	 	 	 � T� �A����

where y�t � �y�t  ��
�� �� � ���  
�� with 
 � ����� and e�t � �t � T�����

��

� y
�

t�� with

��

� � ��
�

�  
��
� and 
� � ���

���	 For our purposes it will be convenient to reparameterize this

model and consider instead the infeasible RR regression model

�xt � ���

�
�x�t�� � e�t � t � �� 	 	 	 � T� �A����

where x�t � �x�t  T
����� and ��

�
� � ���  
�� with 
� � T��������� � 
� � �	 Of course� the

error term e�t can be written accordingly as e
�

t � �t � T�����
�

�

��x
�

t��� where �
�

��
� � �� �

�  
���

and 
�� � T������ �

��� � 
�� � �	 Since �yt � �xt it readily follows that the eigenvalues

which appear in the test statistic LR��r�� can also be obtained from the infeasible model

�A����	 This model can therefore be used in theoretical considerations instead of �A����	

Note that the square root of the sample size is used in x�t � 
� and 
�� to standardize the

moment matrices in such a way that the RR regression in �A���� becomes conformable to

what is required in Assumption �	 Clearly �A���� is a special case of ��	�� so that� to be able

to apply Theorem �� we have to verify Assumption �	 To this end� note that the counterparts

of Xt� Et� B and B� are x�t��� �t� �
�

� and ��

��� respectively	 Since here �
�

� and ��

�� should be

interpreted as %true& parameter values we have 
� � � and 
�� � � so that we may choose

��

�� � diag���  �� 	

��



Since ���

� x
�

t�� � ��xt��� Assumption ��i� holds by the second result of Johansen�s ������

Lemma ��	�� while Assumption ��ii� follows from the sixth result of that lemma and the

fact that the sample mean of the series T �����xt�� �t � �� 	 	 	 � T � is of order Op��� by well�

known properties of stationary processes	 Next de
ne ��t � ���

��x
�

t�� � �x�t����  T
����� and

conclude from Theorem ��	� of Johansen ������ that T�������Ts�
d
� K��s�� where �Ts� denotes

the integer part of Ts and K��s� � �K�s��  ���	 Note that here we can replace �� on the

r	h	s	 by �� in the same way as in Section A	�	�	 A standard application of the continuous

mapping theorem now shows that

T��
TX
t��

��
�

��x
�

t��x
�

�

t���
�

��
d
�

Z �

�

K��s�K��s��ds �A����

by the fourth result of Johansen�s ������ Lemma ��	� and by the result T������

�
#x��

d
�R �

�
K�u�du justi
ed in Section A	�	�	 The r	h	s	 of �A���� corresponds to B�

�
GB� in As�

sumption ��iii� and� thus� it follows that this part of Assumption � holds	

Assumption ��iv� is again well�known under the null hypothesis and its validity under

local alternatives can be obtained from Theorem ��	� of Johansen ������� �A���� and well�

known properties of stationary and integrated processes	

Furthermore�

��

�
T��

TX
t��

�tx
�

�

t���
�

��
d
� ��

�

Z �

�

dW�s�K��s��� �A����

where the r	h	s	 is the counterpart of ��

�
S	 To see this result and� hence� Assumption ��v��

just recall that x�
�

t���
�

�� � �x�t����  T
����� where �� can be replaced by ��� and apply the


fth result of Johansen�s ������ Lemma ��	� augmented to include a constant	 The validity

of Assumption ��vi� with �EE replaced by � is obvious because in place of Et we have �t	

Using similar arguments as abvove� we can write ��
�

���
�

�� � diag���

�
��  �� and� since

now ��

�� � ���

�  ��
� we have ���

���
�

�� � ���

���  ���	 Thus� the counterpart of the term

�FB�

�
GB� �A�

�
S�� in Theorem � becomesZ �

�

K��s�dW�s���� �

Z �

�

K��s�K�s��ds���

�
���

����

�
���

�

��� �

Z �

�

K��s�dK�s��� �A����

where the equality again follows from the de
nition of the process K�s�	 Hence� in the same

way as in the case of test statistic LRi��r�� we can conclude that LR��r�� converges to the

distribution given in the corollary	

��



A���� Limiting Distribution of LR�

Now consider the test statistic LR��r�� which is based on the RR regression model

�yt � ����

y�t�� � e�t � t � �� 	 	 	 � T� �A����

where y�t � �#y
�

t��  �t� ���
�� �� � ���  � �� with � � ����� and e�t � #�t � T�����

��

� y�t�� with

��
� � ���

�  ���
� and �� � �� �

���	 It is again convenient to reparameterize �A���� and use

instead the infeasible RR regression model

�xt � ����

� x�t�� � e�t � t � �� 	 	 	 � T� �A����

where x�t�� � �#x�t��  T
�����t� ����� ��

� � ���  ���� with �� � T �������� � � � � � and

�xt � �yt	 The error term can correspondingly be rewritten as e�t � #�t � T�����
��

��x
�
t��

with ��
�� � ��

�

�  ����
� and ��� � T ��������� ��� � �	 In the same way as in the case of �A����

and �A���� the eigenvalues in �A���� and �A���� are identical so that the latter model� which

is obviously a special case of ��	��� can be used to study theoretical properties of the test

statistic LR��r��	 Again we verify Assumption � and apply Theorem �	 For this purpose

we de
ne ��
� � ��

�  ��� and ��
�� � ��

�

�  ��
�	 Thus� we may again take ��

�� � diag���  ��	

Since ���

� x�t�� � ��xt�� � ��
�

� x
�

t�� the validity of Assumption ��i� and �ii� follow in the

same way as in the case of test the statistic LR��r��	 Furthermore� in the same way as in

�A���� and �A����� we have

T��
TX
t��

���

��x
�
t��x

��

t���
�
��

d
�

Z �

�

K��s�K��s��ds �

Z �

�

K��s��K�s��  s�ds� �A����

where K��s� � � #K�s��  s � �
��
�	 The r	h	s	 is the counterpart of the matrix B �

�
GB� in

Assumption ��iii�	 This result follows by de
ning ��t � ���

��x
�
t�� � �#x�t����  T

�����t� ����	

Then� using Theorem ��	� of Johansen ������� it is straightforward to show that T�������Tu�
d
�

K��u� and �A���� follows from a standard application of the continuous mapping theorem	

As before we can thus conclude that Assumption ��iii� holds	 Assumption ��iv� can again be

justi
ed by observing 
rst that it is known to hold under the null hypothesis and then apply�

ing Johansen�s ������ Theorem ��	� and well�known properties of stationary and integrated

processes	 Further notice that

T��
TX
t��

#�tx
��

t���
�
�� � T��

TX
t��

�tx
��

t���
�
�� � T��

TX
t��

�t�
�
t��

�
�

��



Using the 
fth result of Johansen�s ������ Lemma ��	� and standard manipulations it can

now be seen that

T��
TX
t��

#�tx
��

t���
�
��

d
�

Z �

�

dW�s�K��s�� �A����

and hence Assumption ��v� holds	 Finally Assumption ��vi� is again obvious because in

place of Et we have #�t	

Since ��
�� � ��

�� we can repeat the arguments below �A���� and conclude that the

counterpart of the term �FB�

�
GB� �A�

�
S�� in Theorem � becomesZ �

�

K�dW�s���� �

Z �

�

K��s�K�s��ds�� �

�
���

����

�
���

�

��� �

Z �

�

K��s�dK�s��� �A����

Thus� in the same way as in the case of the test statistics LRi��r�� and LR��r�� we can

conclude that LR��r�� has the limiting distribution stated in Corollary �	

A���� Limiting Distribution of LRSL

Now consider the test statistic LRSL�r�� which assumes that �� � � a priori and is based on

the RR regression

�"x
���
t � ���"x

���
t�� � "e

���
t � t � �� � � � � T� �A����

where "x
���
t � yt � "��� "e

���
t � �t � ����"�� � ��� � T�����

�

��"�� � ��� � T�����
�

�"x
���
t�� and "��

is a GLS estimator of the level parameter �� described in Saikkonen � Luukkonen ������	

We will not give a detailed discussion of the estimator "�� here but only concentrate on its

main properties	 The estimator "�� is obtained in two steps of which the 
rst one consists of

computing the LS estimator of the parameter matrix � in the EC model �yt � 	��yt����t	

This means running an LS regression of �yt on #yt��	 The RR version of this LS regression

was considered in Section A	�	� �see Equation �A����� and Assumption � was veri
ed for this

case	 Thus� it is straightforward to check that "�� the above mentioned LS estimator of ��

satis
es �"����� � Op�T����� and �"������ � Op�T���	 These orders of consistency are

exactly the same as under the null hypothesis so that following the arguments in the proof

of Lemma �	� of Saikkonen � Luukkonen ������ it can be shown that the GLS estimator

"�� has the properties ���"�� � ��� � Op�T����� and ��

�
�"�� � ��� � Op���	 These results

for the estimator "�� are su�cient to obtain the limiting distribution of the test statistic

LRSL�r�� in the present context	 Since �A���� is clearly a special case of ��	�� it su�ces

to verify Assumption � and apply Theorem �	 The counterparts of Xt� Et� B and B� are

��



obviously "x���t��� �t � ����"�� � ��� � T�����
�

��"�� � ���� � and ��� respectively	 Recall that

"x
���
t � xt � �"�� � ��� and that ���"�� � ��� � Op�T����� and ��

�
�"�� � ��� � Op���	 Using

these facts and results of the 
rst and second sample moments of ��xt�� and ��

�
xt�� already

used in previous proofs it is straightforward to check that Assumption ��i� and �ii� hold and

also establish

T��
TX
t��

��

�
"x
���
t��"x

����

t����
d
��

Z �

�

K�s�K�s��ds �A����

which is the counterpart of the matrix B�

�
GB� in Theorem �	 Thereby Assumption ��iii� is

shown to hold	

The veri
cation of Assumption ��iv� and �v� proceeds along similar lines	 Therefore we

consider the latter	 We have to analyze

T��
TX
t��

�t"x
����

t���� � ����"�� � ���T
��

TX
t��

"x
����

t���� � ���
�

��"�� � ���T
��

TX
t��

"x
����

t����

� T��
TP
t��

�tx
�

t���� � T��
TP
t��

�t�"�� � ������ � ����"�� � ���T��
TP
t��

x�t����

� �� ��"�� � ����"�� � ������ � ���
�

��"�� � ���T��
TP
t��

x�t����

� T�����
�

��"�� � ����"�� � ������

� T��
TP
t��

�tx
�

t���� � T �������"�� � ���T�	��
TP
t��

x�t���� � op����

The 
rst term in the last expression converges weakly by the 
fth result of Johansen�s

������ Lemma ��	� while the �standardized� sum in the second term converges weakly by

the argument given for the test statistic LR��r��	 From the proof of Lemma �	� of Saikkonen

� Luukkonen ������ it can be seen that T ������"�� � ��� converges weakly and� since it is

not di�cult to check that all these weak convergencies hold jointly� we can conclude that

Assumption ��v� holds	 Finally� since the counterpart of Et is now �t � ����"�� � ��� �

T�����
�

��"������ and ����"�������T�����
�

��"������ � Op�T����� the validity of Assumption

��vi� is immediate	

As for the counterpart of the matrix S� we will here concentrate on the transformed

matrix A�

�
S which is obtained from

��

�
T��

TX
t��

�t"x
����

t����
d
�� ��

�

Z �

�

dW�s�K�s��� �A����

��



In the same way as in �A���� the counterpart of the term �FB�

�
GB� �A�

�
S�� in Theorem �

becomesZ �

�

K�s�dW�s���� �

Z �

�

K�s�K�s��ds���

�
���

����

�
���

�

��� �

Z �

�

K�s�dK�s��� �A����

Combining these results� the limiting distribution of the test statistic LRSL�r�� is seen to be

the same as that of the test statistic LR��r��	 Hence� the corollary is established	
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