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Abstract

This paper considers the estimation problem of structural models for which empirical
restrictions are characterized by a fixed point constraint, such as structural dynamic discrete
choice models or models of dynamic games. We analyze the conditions under which the
nested pseudo-likelihood (NPL) algorithm achieves convergence and derive its convergence
rate. We find that the NPL algorithm may not necessarily converge when the fixed point
mapping does not have a local contraction property. To address the issue of non-convergence,
we propose alternative sequential estimation procedures that can achieve convergence even
when the NPL algorithm does not. Upon convergence, some of our proposed estimation

algorithms produce more efficient estimators than the NPL estimator.

Keywords: contraction, dynamic games, nested pseudo likelihood, recursive projection method.
JEL Classification Numbers: C13, C14, C63.

1 Introduction

Empirical implications of economic theory are often characterized by fixed point problems. Upon
estimating such models, researchers typically consider a class of extremum estimators with a fixed
point constraint P = ¥ (6, P) in the space of probability distributions:

max  Qu(P) st. P=W(,P). (1)

*We are grateful to Victor Aguirregabiria, David Byrne, Kenneth Judd, Vadim Marmer, Lealand Morin, Whit-
ney Newey, and seminar participants at Far Eastern Summer Meeting of the Econometric Society, New York Camp
Econometrics, North American Summer Meeting of the Econometric Society, Vienna Macroeconomic Workshop,
University of British Columbia, University of Michigan, Hitotsubashi University, Johns Hopkins University, Uni-
versity of Tokyo, University of Western Ontario, Yale University, and Yokohama National University for helpful
comments. The authors thank the SSHRC for financial support.



For example, if P = {P(a|x)} is the conditional choice probabilities, and the sample data are
{a;, z;}"_, then setting Q,(P) = n~1 Y ", In P(a;|z;) gives the maximum likelihood estimator,
whereas setting Q,,(P) = — [n_l o g(ai, x4 P)]/W [n_l Yo glag, x; P)] gives the general-
ized method of moments estimator under the moment condition E[g(a;,z;; P°)] = 0, where W
is a weighting matrix and PY is the true conditional choice probabilities.

The fixed point constraint P = ¥(6, P) in (1) summarizes the set of structural restrictions
of the model that is parametrized by a finite vector § € ©.! The sample data are generated
from a fixed point of the operator W(,-) evaluated at the true parameter #°. Examples of
the operator ¥(0,-) include, among others, the policy iteration operator for a single agent
dynamic programming model (e.g., Rust, 1987; Hotz and Miller, 1993; Aguirregabiria and Mira,
2002; Kasahara and Shimotsu, 2008a), the operator defined by the best response function of
a game (e.g., Aguirregabiria and Mira, 2007; Pakes, Ostrovsky and Berry, 2007; Pesendorfer
and Schmidt-Dengler, 2008), and the operator to define the fixed point problem for a recursive
competitive equilibrium in dynamic macroeconomic models (e.g., Aiyagari, 1994; Krusell and
Smith, 1998).

In principle, we may estimate the parameter 6 in (1) by the nested fixed point algorithm
(Rust, 1987), which repeatedly solves the fixed point Py of P = ¥(f, P) at each parameter value
to maximize the objective function @, (FPy) with respect to . The major practical obstacle of
applying such an estimation procedure lies in the computational burden of solving the fixed
point problem for a given parameter.

To reduce the computational burden, Hotz and Miller (1993) developed a simpler two-step
estimator that does not require solving the fixed point problem for each trial value of the
parameter. A number of recent papers in empirical industrial organization build on the idea
of Hotz and Miller (1993) to develop two-step estimators for models with multiple agents (e.g.,
Bajari, Benkard, and Levin, 2007; Pakes, Ostrovsky, and Berry, 2007; Pesendorfer and Schmidt-
Dengler, 2008; Bajari and Hong, 2006). These two-step estimators may suffer from substantial
finite sample bias, however, when the choice probabilities are poorly estimated in the first step.

To address the limitations of two-step estimators, Aguirregabiria and Mira (2002)(2007,
henceforth AMO07) developed a recursive extension of the two-step method of Hotz and Miller
(1993), called the nested pseudo likelihood (NPL) algorithm. Starting from an initial estimate
Py, the NPL algorithm iterates the following steps until j = k:

Step 1: Given P;_1, update 0 by 8; = argmaxgee n =" S0, In[T(0, P;_1)(ai|z;).

Step 2: Update ]5j_1 using the obtained estimate 9~j: 153 = \Il(éj, JSj_l).

'In applications, many fixed point problems can be reformulated in terms of the space of probability distri-
butions. For example, the restrictions of a dynamic programming model are often formulated as a fixed point
problem in the value function space (i.e., Bellman equation), but we may reformulate it as a fixed point problem
in the space of probability distributions using the policy iteration operator.



The estimator 6, is a version of Hotz and Miller’s two-step estimator, called the pseudo maximum
likelihood (PML) estimator. AMO7 showed that their recursive method can be applied to models
with unobserved heterogeneity in the context of dynamic games, and the limit of a sequence
of estimators generated by the NPL algorithm is more efficient than the two-step estimators if
convergence is achieved.?

While the NPL algorithm provides an attractive apparatus for empirical researchers, little
is known about its convergence properties. AMO7 have obtained convergence in their simu-
lations and illustrate that the limiting estimator performs very well relative to the two-step
PML estimator. However, they neither provide the conditions under which the NPL algorithm
converges nor analyze how fast the convergence occurs. On the other hand, Pesendorfer and
Schmidt-Dengler (2008) provided simulation evidence that the NPL algorithm may not neces-
sarily converge. Collard-Wexler (2006) used the NPL algorithm to estimate a model of entry and
exit for the ready-mix concrete industry and found that ]5j’s “cycle around several values with-
out converging.” In view of this mixed evidence and its practical importance, it is imperative
that we understand the convergence properties of the NPL algorithm.

In the first of our two main contributions, this paper derives the condition under which the
NPL algorithm converges. We show that a key determinant of the convergence of the NPL
algorithm is the contraction property of the mapping W. Intuitively, the faster the operator
achieves contraction, the closer the value obtained after one iteration is to the fixed point, and,
therefore, we expect that the NPL algorithm works well if the operator has a good contraction
property. We show that the NPL algorithm has a good contraction property if the modulus of
the dominant eigenvalue of the Jacobian matrix 0¥ (6, P)/0P evaluated at the fixed point Py is
sufficiently smaller than 1.

As AMO7 (p. 19) recognized, the possibility of non-convergence of the NPL algorithm is a
concern. Using the dynamic game model of AMO07, we find in our simulations that, when the
degree of strategic substitutability is high, the smallest eigenvalue of the Jacobian matrix of the
policy iteration mapping is less than —1, and the NPL algorithm fails to converge. In such cases,
various two-step estimators can be used, but they may suffer from a large finite sample bias.

As our second contribution, we propose alternative sequential algorithms that are imple-
mentable even when the original NPL algorithm does not converge. The first estimator replaces
the fixed point mapping ¥(#, P) in the NPL algorithm with A(6, P) = [¥ (6, P)]*P'~%, which
shares the same fixed point as ¥. With an appropriate choice of o and under some conditions
on V¥, the mapping A has a better contraction property than V.

The second algorithm requires more computation than the first algorithm but converges

under general conditions. It builds upon the idea of the Recursive Projection Method (henceforth

2Two-step estimators can also be applied to models with unobserved heterogeneity when an initial consistent
estimator of the type-specific conditional choice probabilities are available. Kasahara and Shimotsu (2006, 2008b)
derived sufficient conditions for nonparametric identification of a finite mixture model of dynamic discrete choices
and developed a series logit estimator which can be used as a consistent initial estimator for two-step estimators.



RPM) of Shroff and Keller (1993). The divergence of the fixed point mapping W is often caused by
a small number of eigenvalues of OW (0, Py) /0P lying outside the unit circle. The key idea behind
the RPM is to find the eigenvectors corresponding to the unstable modes and to decompose the
space into the unstable subspace and its orthogonal complement. Then, it modifies the fixed
point mapping ¥ by taking a Newton step on the unstable subspace while using the original
fixed point iteration on the stable subspace. The modified mapping is contractive.

The third estimator uses a pseudo-likelihood objective function that is defined in terms
of multiple iterations of the mapping as opposed to one iteration. Since such a modification
increases computational cost substantially, we introduce an approximation method that requires
evaluating the mapping and its Jacobian with respect to the parameter 6 only once outside of
the optimization routine. This algorithm converges faster than the original NPL algorithm and,
upon convergence, the proposed estimator is more efficient than the estimator generated by the
NPL algorithm.

The fourth algorithm we propose directly approximates a fixed point of the mapping but
with additional computational cost. This sequential algorithm has an advantage over others in
that it generates a sequence of estimators that approaches the maximum likelihood estimator
(henceforth MLE) and, upon convergence, we obtain the MLE which is more efficient than the
other proposed estimators.

Recently, Su and Judd (2008) advocate numerically solving a constrained optimization prob-
lem for estimating a structural model using a large-scale, state-of-the-art computing facility
available via the internet. We do not know, however, how their method performs when it is
applied to models with a very large state space, such as the models of dynamic games of AMO7.

The rest of the paper is organized as follows. Section 2 introduces a class of models with
fixed point constraints. Section 3 establishes the convergence properties of the NPL algorithm.
In Section 4, we develop alternative sequential algorithms. Section 5 reports some simulation

results. Section 6 concludes the paper.

2 Maximum likelihood estimation of models with a fixed point

constraint

We consider a class of parametric discrete choice models in which restrictions are characterized
by fixed point problems. Let a; € A and x; € X denote the choice variable and the conditioning
variable, respectively. Upon estimating such models, researchers may consider the (conditional)

MLE with a fixed point constraint:

OriLE = arg max{ max n Zln P(ai|xi)} , (2)
i=1

9cO PeMy



where P(a;|z;) denotes the conditional choice probability of the ith observation, P = {P(a|z) :
(a,z) € Ax X}, and
My ={P e Bp: P=0(0,P)} (3)

is the set of fixed points of ¥(#, -) given the value of # € © C R¥. Here, Bp represents the space
of conditional choice probabilities while © is the set of possible parameter values. The model
space—the set of conditional choice probabilities that are consistent with the parametric fixed
point restrictions—is then defined as a union of My over ©: M = UpcoMy ={P € Bp: P =
U (0, P), 0 € ©}. The data is generated from the population conditional probability, denoted
by P, which belongs to the model space M, i.e., P’ € M.

The fixed point constraint P = ¥(#, P) in (3) summarizes the restrictions of the model that
is parametrized with a K-dimensional vector 6. For each 6, the operator ¥(-,#) maps the space
of conditional choice probabilities into itself. The true conditional choice probability P is a
fixed point of the operator W(-, ) evaluated at the true parameter value 6°.

The computation of the MLE in (2) requires repeatedly solving all the fixed points of
P = ¥(0, P) at each parameter value to maximize the objective function with respect to 6.
If evaluating the mapping W is costly, the MLE could be extremely computationally intensive.
Further, when there are multiple fixed points, finding all of the fixed points of P = ¥ (6, P)
may be infeasible. One of the major econometric issues in estimating models with a fixed point
constraint is to develop an estimator that is computationally simple and has good finite sample

properties as an alternative to the MLE.

3 The nested pseudo likelihood (NPL) algorithm

3.1 Asymptotic properties of the NPL estimator

This section briefly reviews the properties of the two-step pseudo maximum likelihood (PML)
estimator and the estimator generated by the nested pseudo likelihood (NPL) algorithm as
discussed in Aguirregabiria and Mira (2002, 2007). They are feasible alternatives to the MLE.

We assume that the support of (a;, z;) is finite, Ax X = {a',a?,...,al}y x {2, 22,..., X}
Accordingly, P is represented by an L x 1 vector, where L = |A||X|. Given 6, the Jacobian
Vp ¥ (0, P) is an L x L matrix, where Vp = (0/0P"). Define Up = Vp/ (6%, PY) and ¥y =
Vo (00, P%). Let V) f denote the sth order derivative of a function f with respect to all of
its parameters. Let A/ denote a closed neighborhood of (6%, PY), and let Ay denote a closed
neighborhood of 6°.

We collect the assumptions employed in AM07. Asin AMO7, define Qo(0, P) = Eln ¥ (6, P)(a;|z;),
fo(P) = argmaxg_e Qo(6, P), and ¢o(P) = ¥(fy(P), P). Define the set of population NPL fixed
points as Yo = {(#, P) € © x Bp : § = 0y(P) and P = ¢o(P)}. See AMOT for details.



Assumption 1 (a) The observations {a;,x; : i = 1,...,n} are independent and identically
distributed, and dF (xz) > 0 for any v € X, where F(x) is the distribution function of x;. (b)
v (0, P)(alx) > 0 for any (a,z) € A x X and any (0,P) € © x Bp. (c) V(0,P) is twice
continuously differentiable. (d) © and Bp are compact. (e) There is a unique 0° €int(©) such
that P = W(0°, P%). (f) For any 6 # 6° and P that solves P = ¥ (0, P), it is the case that
P # PY. (g) (6°, PY) is an isolated population NPL fized point. (h) 0o(P) is a single-valued and
continuous function of P in a neighborhood of P°. (i) the operator ¢o(P)— P has a nonsingular

Jacobian matriz at PP.

Assumption 1(b)(c) implies that max, )eaxx SUP(9,P)cox By V@ In (9, P)(alz)|| < oo
and hence E'sup(y pycoxpp V@ In W (0, P)(a;|z;)||” < oo for any positive integer r. Assump-
tion 1(h) corresponds to assumption (iv) in Proposition 2 of AM07. A sufficient condition for
Assumption 1(h), which holds in a class of models that AMO7 estimated, is that @ is globally
concave in @ in a neighborhood of P° and Vg Qo (6, PY) is a nonsingular matrix.

Define Qgp = E[VoIn ¥ (0%, PY)(a;|2;) Ve In U(0°, P%)(a;|x;)], and Qgp = E[VaIn ¥ (6°, PY)(a;|z;)
XV pr In W (09, P%)(a)z;)]. The two-step PML estimator is 0 pysz, = arg maxgee n " S0 In W (6, Py)(ai|z;),
where P, is an initial consistent estimator of P°. Proposition 1 of AMO07 showed that the two-
step PML estimator is consistent under Assumption 1, and, when Py satisfies \/ﬁ(Po — PY%) —y4
N(0,%), the estimator is asymptotically normal with asymptotic variance Ve = (Qgg) ! +
(Qg@)_lﬂgp2<99p)/ (299) L. The second term of the variance expression, (Qg@)_IQQPE(Qgp)/ (Q9) 71,
captures the effect of the first step estimator ﬁo on Opas L, and the two-step PML estimator may
perform poorly when By is imprecisely estimated.

As discussed in the introduction, Aguirregabiria and Mira (2002, 2007) developed a recursive
extension of the two-step PML estimator, called the NPL algorithm. Starting from an initial
estimator of P?, their algorithm generates a sequence of estimators {0}, I3j };‘?:1. If this sequence

converges, its limit satisfies the following conditions:

- o o 5w i
Q—argrgleaé(n ;IH\I/(Q,P)(G,Z’:EZ) and P =Y(6,P). (4)

Any pair (f, P) that satisfies these two conditions in (4) is called an NPL fized point. The NPL
estimator, denoted by (9NPL, PNPL), is defined as the NPL fixed point with the highest value
of the pseudo likelihood among all the NPL fixed points.

Proposition 2 of Aguirregabiria and Mira (2007) established the consistency of Onpr under
Assumption 1 and derived its asymptotic distribution: \/ﬁ(éNpL — 0% —4 N(0,VypL), where
Ve = [Qeg + Qop(I — Up) " 0o 1000 {[Q99 + Qop (I — Up)~1Wy]~1}. The NPL estimator
does not depend on the initial estimator of P? and reduces the finite small sample relative to
the PML estimator especially when the initial estimator of P° is imprecise.

While AMO07 have obtained convergence in their simulations and show that the NPL esti-



mator substantially outperforms the PML estimator, they neither provide the conditions under
which the NPL algorithm converges nor analyze how fast the convergence occurs. On the other
hand, some other studies find potential problems with the convergence of the NPL algorithm
(see Pesendorfer and Schmidt-Dengler, 2008; Collard-Wexler, 2006). To date, little is known
about the convergence properties of the NPL algorithm.

3.2 Convergence properties of the NPL algorithm

We now analyze the conditions under which the NPL algorithm achieves convergence and derive
its convergence rate when the algorithm is started from an initial consistent estimate of PY.
First, we state the regularity conditions. For matrix and nonnegative scalar sequences of random
variables {X,,n > 1} and {Y;,,n > 1}, respectively, we write X,, = O,(Y,,)(0p(Yy)) if || Xy|| <
CY,, for some (all) C' > 0 with probability arbitrarily close to one for sufficiently large n.

Assumption 2 Assumption 1 holds. Further, Py — P = op(1), (0, P) is three times contin-

uously differentiable, and Qg9 is nonsingular.

Define f,(z®) = Pr(z = z®) for s = 1,...,|X]|, and let f, be an L x 1 vector of Pr(z = z¥)
whose elements are arranged conformably with Pyo(a’|z®). Let Ap = diag(P®)'diag(f.). With
this notation, we may write gy = \IIIQAP\IJQ and Qyp = \I/;AP\IJP. The following lemma states

the local convergence rate of the NPL algorithm and is one of the main results of this paper.

Lemma 1 Suppose Assumption 2 holds. Then, for j =1,... )k,

D>

0; = Onpr = Op(|IPj-1 = Prpul)),

Pj— Pypr, = My, Up(Pj_1 — Pypr) + Op(nY?||P;i_1 — Pyprl|| + ||Pi—1 — Pyprl?),

where My, =1 — Ug(V,ApWy) 1 W) Ap.

Write the updating equation of Pj as Pj—Pypr, = [My,V p+O,(n~Y?+||P;_1—Pyxpr||)](Pi—1—
PNPL), then recursive substitution gives P, — PypL = (My,¥p + op(l))k(ﬁo — prL). If all
the eigenvalues of My, ¥ p are inside the unit circle, then (Mg, ¥ p)k — 0 as k — oo, and iter-
ations move 153 toward Pnpp. Consequently, by choosing k sufficiently large, (ék, 15k:) becomes
arbitrary close to (éNpL, PNP ). In contrast, if some eigenvalues of My, Vp are outside the unit
circle, then iterations move some elements of Pj further away from PNPL, and iterations may
not converge even when the initial estimate ]50 is in a neighborhood of PNPL. As we discuss
in the next section, the convergence of (My,¥ p)¥ is primarily determined by the dominant
eigenvalues of Wp. If all the eigenvalues of ¥p are sufficiently smaller than 1 in absolute value,
then (My,Vp)k — 0 as k — oo.

Remark 1 When Vp = 0, the convergence rate is faster than linear: ]%—PNPL = Op(n*1/2||l5j,1—
f:’NpLH + ]\]sj_l — PNPL||2) (cf. Kasahara and Shimotsu, 2008a,).



3.3 Convergence of (Mg, ¥p)*

Define the spectral radius of A as p(A) = max{|\| : A is an eigenvalue of A}. Then A* — 0 as
k — oo if and only if p(A) < 1 (Horn and Johnson, 1985, Theorem 5.6.12). Hence, the NPL
algorithm converges if and only if p(My,¥p) < 1. Because ¥p is often closely related to the
property of the economic model, we want to find a bound of p(My,¥p) in terms of p(¥p).? In

the following, we give two discussions on the relation between p(My,¥p) and p(¥p).*

3.3.1 Projection by My, and eigenvalues of My, ¥ p

Define Py, = \Ilg(\IJ’eAp\Ilg)_lklngp. Py, is a GLS projection matrix, whereas My, = I — Py,
is the projection matrix that generates the “residuals”. Since Pg, is a projection matrix, we
may decompose any L—vector x into two: = = 1 + x2, where x; = Py,z € S(V¥y) (the column
space of Wy) and z2 = (I — Py, )r = My,r € ST (ApW¥y) (the orthogonal complement of ApWy).

Suppose y is an eigenvector of Wp with non-zero eigenvalue v so that Wpy = vy and v # 0.
Consider two extreme cases. First, suppose the GLS regression of y on Wy gives no fit. In
this case, My,Vpy = vy, and My,Vp and ¥p share the same eigenvector y with eigenvalue v.
Second, suppose the GLS regression of y on ¥y gives a perfect fit. In this case, My, ¥py = 0,
and y is an eigenvector of My,Vp with eigenvalue 0.

Now we place the above discussion in the context of our model. Recall that y is an L x 1
vector and Wy is a K x L matrix, and typically L > K because the dimension of the state
variable is much larger than the number of parameters. Then, for many y, regressing y on K
regressors gives a poor fit, and the eigenvalues of Up and Mg, Vp are likely to be close. For
some y, we may have a good fit, so the eigenvalue of My, Vp associated with such a y is close
to zero and is not likely to be the dominant eigenvalue. Hence, we expect that the dominant
eigenvalues of ¥p and My, ¥ p are close to each other. In our simulation based on a model of a
dynamic game with L = 72 and K = 2, we find either one of the above two cases hold for most
of the eigenvectors, and the spectral radius of My, ¥p is very similar to the spectral radius of
Up (see Table 1).

3.3.2 The case when Vp is diagonalizable

We can obtain a bound of p(My, ¥ p) if we assume ¥ p is diagonalizable, i.e., Up = SDS~! for a
diagonal matrix D. A matrix A is diagonalizable if all the eigenvectors are linearly independent
(Horn and Johnson, 1985, Theorem 1.3.7). A sufficient condition for the diagonalizability of A
is that the eigenvalues of A are distinct (Horn and Johnson, 1985, Theorem 1.3.9). Although

3The contraction property of ¥ may or may not be related to the stability of equilibria in the economic model.
Given a model, there are often multiple ways of formulating a fixed point mapping (e.g., Hotz and Miller, 1993;
Arcidiacono and Miller, 2008) and its contraction property depends on which mapping a researcher chooses.
“The spectral radius is not submultiplicative; i.e., p(AB) > p(A)p(B) is possible.



economic models do not give implications for the diagonalizability of Wp, we expect that A is
diagonalizable in some, and possibly many, cases.

For a matrix A, let ||A||s denote its spectral norm: ||A||s = max{v/\: ) is an eigenvalue of A’A},
which satisfies ||AB||s < [|A||s||B|ls- p(-) and || - ||s satisfies p(STLAS) = p(A), p(A) < ||A]s,
and [|D||s = p(D) if D is diagonal. It follows that, if Up is diagonalizable, p(My,¥p) =
p(My, SDS1) = p(S~ My, SD) < IS~ Ma, SIL|IDls = IS~ Ma, S||,p(¥p). Consequently.
(My, ¥ p)* converges to 0 if ¥p is diagonalizable and p(¥p) is sufficiently smaller than 1.

4 Alternative sequential likelihood-based estimators

When ¥(6, P) is not a contraction in a neighborhood of (6°, PY), the NPL algorithm has a
convergence problem and may not be implemented. This section discusses alternative estimation
algorithms that are implementable even when the NPL algorithm encounters a convergence
problem. Some of our proposed algorithms produce more efficient estimators than the NPL

estimator.

4.1 Locally contractive mapping with the relaxation method

Consider a class of mappings that are obtained as a log-linear combination of ¥ (6, P) and P:
[A(0, P))(alx) = {[¥(0, P)](alx)}*P(alz)'~*, (5)

for all (a,z) € A x X, where a € [0,1]. This is called the relaxation method in numerical
analysis.® Since P is a fixed point of ¥(6, P) if and only if it is a fixed point of A(6, P), the
fixed points of (6, P) is obtained by solving the fixed points of A(6, P).

Denote the largest and the smallest eigenvalues of Wp by Amax and Amin, respectively. As
discussed in Judd (1998, pp. 78-80), when Apax < 1, we may choose the value of o so that
A(6, P) becomes locally contractive even when W (6, P) is not locally contractive. Define Ap =

VpA6°, P%), and let o* denote the value of o that minimizes the spectral radius of Ap.

Proposition 1 If Ayax > 1 > Anin, then there is no value of o such that p(Ap) is less than 1.
If Anax < 1, then o = 2/(2 — Apax — Amin) and p(Ap) = (Amax — Amin)/(2 — Amax — Amin) < 1.

Consider the NPL algorithm that uses A(6, P) in place of ¥(6, P). When the condition that
Amax < 1 is satisfied, the NPL algorithm with A(f, P) may converge even if the NPL algorithm
with ¥ (0, P) does not converge. Since InA(0,P) = aln¥ (4, P) + (1 — a)ln P, the objective
function of the NPL estimator with ¥ and that of the NPL estimator with A are maximized at

SBasgar (1987) and Krawczyk and Uryasev (2000) apply the relaxation method to find a Nash equilibrium of a
game. Ljungqvist and Sargent (2004, p. 574) also suggest using the relaxation method to solve the fixed point
problem for the model of Aiyagari (1994).



the same value of 6 for a given P. The NPL estimator with ¥ and the NPL estimator with A
are, therefore, numerically equivalent. The advantage of this method is its simplicity. Once an
appropriate value of « is determined, it achieves convergence under weaker conditions than the

original NPL algorithm without adding computational burden.®

4.2 Recursive Projection Method

In this subsection, we construct a mapping that has a better local contraction property than ¥
building upon the Recursive Projection Method (RPM) of Shroff and Keller (1993) (henceforth
SK).

First, fix 0. If some eigenvalues of Vp ¥ (0, Py) are outside the unit circle, the iteration
P; = W(Pj_1,0) does not converge to Py. Suppose that a small number, m, of the eigenvalues
of Vpr¥(6, Py) are larger than ¢ € (0,1) in absolute value:

M= > Al >8> [ Apg]| > > Az (6)

Define P C R” as the space spanned by the eigenvectors of V pr¥(6, Pp) associated with {\,}7,,
and let Q = RY — P be the orthogonal complement of P. Let Iy denote the orthogonal projector
from RY on P. We may write Iy = Z@Zé, where Zy € RL*™ is an orthonormal basis of P.
Then, for each P € R”, we have the unique decomposition P = u + v, where u = IIyP € P and
v=(I—-1Ip)P Q.

Now apply IIp and I —IIy to P = ¥(0, P), and decompose the system as follows:

u = f(u,v,0) =¥ (0, P),
v = g(u,v,0)=(I—T1y)¥(H,P).

For a given Pj_1, decompose it into uj_1 = llgP;j_1 and vj—1 = (I —IIp)Pj_;. Since g(u,v,0) is
contractive in v (see Lemma 2.10 of SK)), we can update v;_; by the recursion v; = g(u,v;_1,0).
On the other hand, when the dominant eigenvalue of ¥ p is outside the unit circle, the recursion
uj = f(uj—1,v,0) cannot be used to update u;_; because f(u,v,0) is not a contraction in u.
Instead, the RPM performs a single Newton step on the system u = f(u,v,0), leading to the

following updating procedure:

uj = wj1+ (I —TeVp¥(0, P 1)g) " (f(uj—1,vj-1,0) — uj_1) = h(uj—1,vj-1,0),
vj = 9(uj-1,0j-1,9). (7)

5We may estimate o = 2/(2 — Amax — Amin), by first applying the PML estimator and then evaluating the
eigenvalues of V p/\IJ(éP]\/[ L,Po), where P, is an initial consistent estimator. Alternatively, we may simulate a
sequence {P7}%_ by iterating P’ = W(Oprrr, P71 and compute the mean of ||[P7+! — P¥||/||P7 — P*|| across
j=1,...,k—1, which gives an estimate of the dominant eigenvalue. Repeating this procedure for different values
of a, we may estimate a* by the value of « that leads to the smallest value of the mean of || P71 — P¥|| /|| P7 = P¥||’s.
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Lemma 3.11 of SK shows that the spectral radius of the Jacobian of the stabilized iteration (7)
is no larger than ¢, and thus the iteration P; = h(IlgPj_1, (I — Ip)Pj—1,6) + g(IlgPj—1, (I —
IIg)Pj_1,0) is locally converging. In the following, we develop a sequential algorithm building
upon the updating procedure (7) by replacing [Ty with its consistent estimator.

Let II(A, P) be the orthogonal projector from R” on the subspace of R* spanned by the
eigenvectors of Vp/¥(6, P) associated with its m largest (in absolute value) eigenvalues. Define
h*(u,v,6) and ¢g*(u,v, ) by replacing Ily in h(u,v,0) and g(u, v, ) with II(8, P), and define

(0, P) h*(u,v,0) + g*(u, v, 0)
= TI(9, P)P + (I — T1I(0, P)V W (0, P)II(0, P)) "' (11(0, P)¥ (6, P) — T1(#, P)P)
+(I —11(6, P))¥ (0, P)

= W(,P)+[(I - 16, P)V prT (0, P)II(0, P))~" — I|TL(0, P)(¥(0, P) — P).  (8)

PY is a fixed point of T'(8Y,-), i.e., P’ = I'(#°, PY), because all the fixed points of ¥(f,-) are
also fixed points of I'(6, -). The following proposition shows two important properties of I'(9, P):
local contraction and equivalence of fixed points of I'(8, P) and ¥ (6, P).

Proposition 2 (a) Suppose I —11(6, P)V p: ¥ (0, P)IL(0, P) is nonsingular and hence I'(0, P) is
well-defined. Then T'(0, P) and ¥(0, P) have the same fized points; i.e., I'(8, P) = P if and only
if W(,P)=P. (b) p(VpT(0°, P°) < 8° where 6° is defined by (6) in terms of the eigenvalues
of Vpr¥(0°, P%). Hence, T'(0, P) is locally contractive.

The matrix I—-11(0, P)V p:¥ (6, P)I1(#, P) is nonsingular if any of the eigenvalues of I1(0, P)V p, ¥ (6, P)I1(0, P)
is not unity.
Define an RPM fized point as any pair (f, P) that satisfies § = arg maxgeen ™' > 1, InT'\(0, P)(a;|z;)
and P = F(é, P). The RPM estimator, denoted by (éRpM, PRPM), is defined as the RPM fixed
point with the highest value of the pseudo likelihood among all the RPM fixed points. The RPM
estimator is consistent and asymptotically normally distributed under assumptions analogous to
Assumption 1, where ¥(0, P) is replaced with I'(0, P). Define the RPM algorithm by the same
sequential algorithm as the NPL algorithm except that it uses I'(6, P) in place of ¥(6, P). Since
the mapping I'(6, -) is locally contractive, the RPM algorithm will converge.

Assumption 3 (a) Assumption 1 holds, and conditions (b)—(i) of Assumption 1 hold when
W(h, P) is replaced with T'(0, P). (b) T'(0, P) is three times continuously differentiable in N'. (c)
Qb =
EVyInT(6°, P%)(a;]x;) Ve InT(8°, P°)(a;|2;) is nonsingular. (d) Po—P° = o0,(1), and —6° =
op(1).

Proposition 3 Suppose Assumption 3 holds. Suppose we obtain {éj, ]5],}9?:1 by the RPM algo-
rithm. Then, forj=1,...,k, éj—éRpM = Op(||]5j,1—PRpM||) andpj—lf’RpM = MFQI’p(ﬁj,l—
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PRPM) +Op(n*1/2||]5j,1 — PRPMH + ||Pj,1 — PRPMHZ), where MFg = I—Fg(FgAPFQ)leQAP,
I'p=Vpl(° P, and Ty = Vo T'(6°, PY).

We omit the proof of Proposition 3 because it is essentially the same as the proof of Lemma 1.
Note that, from Assumption 3(a), the RPM estimator satisfies P—P° = O,(n~'/2) and n1/2(6—
0°) —4 Vepar, where Vgpar = [Qby + Qbp(I — Lp) 1T 1Q5,{[2, + QL (I — Tp) 1Ty 1},

Implementing the RPM algorithm is very costly because it requires evaluating II(0, P) and
Vp U0, P) for all the trial values of §. We reduce the computational burden by evaluating
I1(0, P) and Vp/ ¥ (0, P) outside the optimization routine by using a preliminary estimate of 6.
This modification has only a second-order effect on the convergence of the algorithm because
the derivatives of I'(f, P) with respect to II(f, P) and Vp/¥ (0, P) are zero when evaluated at
P = ¥(6, P); see the second term in (8). Let n be a preliminary estimate of §. Replacing 6 in
I1(0, P) and Vp ¥ (6, P) with n, we define the following mapping

L0, P,n) = (0, P) +[(I = IL(n, P)V pr¥(n, P)II(n, P))~" — ITL(n, P)(¥ (6, P) — P).

Once II(n, P) and Vp/¥(n, P) are computed, a large part of computational cost of evaluating
['(0, P,n) comes from evaluating ¥(6, P), and the computational cost of evaluating I'(6, P, n)
across different values of § would be of a magnitude similar to that of evaluating ¥ (6, P).

Let (Ay, Py) be an initial consistent estimator of (#°, P°). For instance, 6y can be the PML

estimator. The modified RPM algorithm iterates the following steps until j = k:

Step 1: Given (6;_1, Pj_;), update 6 by 6; = arg maXgeg, n~t3 InT(0, Pj_1,0;_1)(a;|;),
where ©; = {# € © : T'(0, Pj_1,0,_1)(alz) € [e,1—¢] for all (a,z) € Ax X} for an arbitrary

small € > 0. We impose this restriction in order to avoid computing In(0).”

Step 2: Update P using the obtained estimate éj by Pj = F(éj, ]5j_1, 9~j_1).

The following proposition shows that the modified RPM algorithm achieves the same con-

vergence rate as the original RPM algorithm in the first order.

Proposition 4 Suppose Assumption 3 holds. Suppose we obtain {éj,ﬁj};?:l by the modified
RPM algorithm. Then, for j =1,... k,

i —0rpae = Op(||Pim1 — Preull + 12101 — Orpael| + |10j-1 — Orpar]?),
%y — Prpv = MFQPP(pj—l — Prpy) + Op(nil/zuéj—l — éRPMH

+10;-1 — Orpul* + 72| Py — Preul| + ||Pj—1 — Preml]?).

“In practice, we may consider a penalized objective function by truncating r(, 15]-_1, éj_l) so that its value

takes between € and 1 — €, and adding a penalty term that penalizes 6 such that I'(¢, Pj—1,0;-1) ¢ [e,1 — €.

12



By choosing m sufficiently large, the dominant eigenvalue of I'p lies inside the unit circle,
and the modified RPM algorithm can converge even when the NPL algorithm does not.

If an alternate preliminary consistent estimator, (6*, P*), is used in forming II(#, P) and
VpU(0, P), it only affects the reminder terms in Proposition 4 as the following corollary shows.
Therefore, if we use a root-n consistent (6*, P*) to evaluate I1(#, P) and Vp ¥ (6, P) and keep
these estimates unchanged throughout iterations, the resulting sequence of estimators is only

Op(n~1) away from the corresponding estimators generated by the modified RPM algorithm.

Corollary 1 Suppose Assumption 3 holds. Let (6%, P*) be a consistent estimator of (6°, PY),
and suppose we obtain {6;, ]33'}?:1 by the modified RPM algorithm with I1(0*, P*) and V pr¥ (6%, P*)
in place of H(éj_l,lsj_l) and Vp/\I!(éj_l,pj_l). Then, 0~j — Orpyr = Op(H]Sj_l — Prpul| +
n 210521 — Orparl] + 110;-1 — Orpul)? + ri:) and Pj — Prpyr = My Tp(Pj_1 — Prpu) +
Op(n=V2(16;-1 = Orparll + 11051 — Orparl* + 72| Pyt — Preu|| + I[Py — Preml|? +1755),
where ), = n=Y2)|0* — rpu| + |16* — Orpacl|? +n~Y2||P* — Prpul| + || P* — Prpal|?.

The supplementary appendix discusses how to implement the sequential RPM algorithm in

details, including how to reduce the computational burden further by applying Corollary 1.

4.3 The ¢-NPL algorithm

When the spectral radius of Ap or Wp is smaller than but close to 1, the convergence of the
NPL algorithm could be very slow, and a sequence generated by the algorithm could behave
erratically.® Furthermore, in such a case, the efficiency loss of the NPL estimator relative to
that of the MLE can be substantial.

To improve the convergence of the NPL algorithm and to obtain a more efficient estimator,

consider a g-fold operator of A as

A0, P) = A0, (A6, ... A6, A0, P))...).

q times

We may define T'%(6, P) and ¥%(f, P) analogously. Define the ¢-NPL (q-RPM) algorithm by
using a ¢-fold operator A4, T'?, and ¥? in place of A, I', or ¥ in the original NPL (RPM)
algorithm. In the following, we focus on A? but the same argument applies to I'? and W9.

If ¢-NPL iterations converge, its limit satisfies § = argmaxgeen ™' > 1, In A%(0, P)(a;|x;)
and 0 = AY(f, P). Among the pairs (0, P) that satisfy these two conditions, the one that
maximizes the value of the pseudo likelihood is called the q-NPL estimator and denoted by

A~ ~

(OynpPL, PynpL).

8As AMO7 (pp. 20-21) discussed, if some eigenvalues of Ap or ¥p are equal to 1, then there could exist a
continuum of NPL fixed points at (6°, P%).
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Since the result of Lemma 1 also applies here by replacing ¥ with A%, the conditions under
which the ¢-NPL algorithm converges is primarily determined by the spectral radius of A%, =
VpA9(6°, P%). When p(Ap) is less than 1, the ¢-NPL algorithm converges faster than the NPL
algorithm because p(A%) = (p(Ap))9. Moreover, the variance of the ¢-NPL estimator approaches
that of the MLE at the exponential rate of (p(Ap))? as ¢ — 0.

Applying the ¢-NPL algorithm is computationally intensive because its Step 1 requires eval-
uating A? at many different values of 8, where each evaluation of A? is very costly. We reduce the
computational burden by introducing a linear approximation of A?(#, P) around (n, P), where
n is a preliminary estimate of 8: A%(6, P,n) = A(n, P) + Vg Al(n, P)(0 — 7).

Given a consistent estimator (50, ]50), the approzimate g-NPL algorithm iterates the following

steps until j = k:

Step 1: Given (éj_l, 15]-_1), update 6 by 9~j = argmaxgegi N 1 Y i g In /~\q(9, ]Sj_l, éj_l)(ai]:ri),
- . - J
where ©f = {0 € © : AY(0, Pj—1,0;-1)(alz) € [¢,1 — ¢] for all (a,z) € A x X} for an

arbitrary small € > 0.
Step 2: Given (9~j, Pj,l), update P using the obtained estimate éj by ]5] = Aq(éj, Pj,l).

Implementing Step 1 requires evaluating Aq(éj_l, ]5j_1) and V(;/Aq(éj_l, ]5]-_1) only once outside
of the optimization routine for 6 and, thus, it involves much fewer evaluations of A(6, P) across
different values of P and # than the original ¢-NPL algorithm.”

To establish the consistency of a sequence of estimators generated by the approximate ¢-NPL

algorithm, we need the following assumptions.

Assumption 4 (a) Assumption 1 holds, and conditions (b)—(i) of Assumption 1 hold when
U(6h, P) is replaced with A%(0, P). (b) A%(0, P) is three times continuously differentiable in N .
(¢) Uy =

EVyIn A9(0°, P%)(a;|x;) Ve In A2(0°, P°)(a;|z;) is nonsingular. (d) For any v € RE such that
v # 0, VarA9(6°, PO)(a;|z;)v # 0 with positive probability. (e) Py — P° = 0,(1), and 6y — 6° =
op(1).

Assumption 4(d) is an identification condition for the probability limit of our objective function.

It is required because we use an approximation of A?(#, P)(a|z) in the objective function.

Under these assumptions, we establish consistency:

Proposition 5 Suppose that Assumption 4 holds. Suppose we obtain 0y by the approrimate
q-NPL algorithm. Then éj —0°=0,(1) forj=1,...,k.

The following proposition establishes that the approximate ¢-NPL algorithm has the same con-
vergence property as the original ¢-NPL algorithm.

9Using one-sided numerical derivatives, evaluating Vo A?(6;, P;) requires (K + 1)g function evaluations of
v(6,P).
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Assumption 5 Aq(H, P,n) is three times continuously differentiable in Ngo x N .

Proposition 6 Suppose Assumptions 4-5 hold. Suppose we obtain {éjvﬁj}§:1 by the approxi-
mate q-NPL algorithm. Then, forj=1,... k, éj—équL = Op(HfN’j,l —PquL||+n_1/2||§j,1 —
Ognprll + [10j-1 = Ognprl|?) and Py — Pyvpr, = MygA%B(Pjo1 — Pyver) + Op(n=/2|6;-1 —
Ognprll + 11051 = Ognprl* + 02| Py — Pyverl| + [|1Pjo1 — Pynprl?), where Myg = 1T —
Ag((Az)’ApAg)*l(Ag)’Ap with A} = Vo A(6°, PY).

Upon convergence, this approximate algorithm generates the ¢-NPL estimator, éq NPL, Which is

more efficient than the NPL estimator.

4.4 Approximate fixed point algorithm

It is possible to apply the idea of the approximate ¢-NPL algorithm to the fixed point, Py =
V(6, Py), to approximate the MLE. From the Taylor expansion and the relation Vg Py = (I —
Ve U (0, Py)) Ve (0, Py), we can approximate Py as Py = Pyo+(I—V pr¥(6°, Pyo)) " Ve W (6°, Pyo)(6—
6°) + O(]|0 — 6°]]?), where Vg Pypo denotes the derivative of Py evaluated at § = §°. Therefore,
if we have a consistent estimate of §° and P°, we may approximate Py by a linear function of 6
with the mappings Vp/¥(0, P) and Vg ¥ (6, P).
We consider an estimation algorithm, called the Approzimate Fized Point (AFXP) algorithm,
based on the following objective function: Q, (6, P,n) =n~1 3" In®(0, P,n)(a;|z;), where

(0, P,n) =P+ (I—Vp¥(n P) 'Vel(n, P)O—n).

Let 6 be an initial estimator of 6°, such as the PML estimator. The AFXP algorithm iterates
the following steps until j = k:

Step 1: Given 0~j_1, update P by solving the fixed point: ]5] = Péj,l‘ If there are multiple
fixed points, choose the one that maximizes the likelihood function:

Pj = argmaxpe vy, 1 n~t3  In P(a;|x;), where My is defined in (3).
I

Step 2: Given (Pj,éj,l), update 6 by éj = argmaxyce, Qn(ﬁ,pj,éj,l), where ©; = {# € © :
®(0, Pj,0;_1)(alz) € [e,1 — ¢ for all (a,z) € A x X} for an arbitrary small ¢ > 0.

To establish the consistency of the sequential estimators generated by the AFXP algorithm, we
impose the following assumptions. Assumption 6 is the standard regularity conditions for the

consistency of the MLE. Assumption 7 is required for the consistency of the AFXP estimator.

Assumption 6 (a) © is compact and, for any 0 € ©, My is compact. (b) (a;,x;) for i =
1,...,M, are independently and identically distributed, and Pr(x; = x) > 0 for any x € X.
(c) There is a unique 0° €int(©) and a unique Pp € Mgo such that, for any (a,z) € A x
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X, Pp(alzr) = P%alz). (d) For any Py € My given any 6 # 0°, Prpo({(a,z) : Py(alz) #
P%alz)}) > 0. (e) In Py is continuous in 0. (f) Esupgee | In Pp(a;|x;)| < oo.

Assumption 7 (a) For any v € RE such that v # 0, Vg Pyo(a;|x;)v # 0 with positive probabil-
ity. (b) (0, P,n) is continuous in (0, P,n) € ©OXN. (c) Esupgee,pyen | In (0, P,n)(ailz:)| <

Q.

Assumption 7(a) is similar to Assumption 4 and is an identification condition for the probability
limit of our objective function. Assumption 7(b)(c) are regularity conditions required for the
uniform convergence of the objective function.

Under these assumptions, the estimators generated by the AFXP algorithm are consistent:

Proposition 7 Suppose that Assumptions 6-7 hold and Oy is consistent. Suppose we obtain 0y
by the AFXP algorithm. Then éj —0%=0py(1) forj=1,... k.

If a sequence of estimators generated by the AFXP algorithm converges, it converges to the
MLE. To analyze the convergence properties of the AFXP algorithm, we introduce the following
additional regularity conditions. Assumption 8(a)-(d) are required for the asymptotic normality
of the MLE; see Theorem 3.3 of Newey and McFadden (1994).

Assumption 8 (a) For 0 € Ny, In Py is twice continuously differentiable and Py > 0. (b)
Esuppe ., [|Vaor Py(a;|x;)|| < oo, and E'supge [|Voor Py(as|z;)|| < 0o. (¢)Z° = E[VglIn Pyo(a;|x;)
x Vo In Pyo(ailzi)] exists and is nonsingular. (d) Esuppep,, |[Voo In Py(as|a;)|| < oo. (e)
U(0, P) is twice continuously differentiable in (0, P) € N. (f) ®(0,P,n) is three times con-
tinuously differentiable in Ngo x N

The following proposition establishes the convergence rate of the AFXP algorithm.

Proposition 8 Suppose that Assumptions 6-8 hold and 6o is consistent. Suppose we obtain
{éj,ﬁj}g‘?:l by the AFXP algorithm. Then, for j =1,...,k, Pj — Pyre = 0,101 — Oriel)

and 0; — Oprpp = Op(n™Y2(10;-1 — Ourrell) + Op(110;-1 — Orrril|?).

Thus, the estimator generated by the AFXP algorithm is first-order equivalent to the MLE
for all k¥ > 1. This algorithm can be used to obtain the MLE because, upon convergence, its
limit is identical to the MLE.

Implementing Step 1 of the AFXP algorithm may be impractical when finding all the fixed
points is computationally infeasible. In such cases, we may replace the solution to the fixed
point in Step 1 with its consistent estimator. Define the g-AFXP algorithm by the same sequen-
tial algorithm as the AFXP algorithm except that, starting from an initial consistent estimate
(Ao, Py), Step 1 updates P by P; = A%(f;_1, P;_1) or P; = T9(f;_y1, P;_y). In the following, we

focus on the case in which P is updated using A? but a similar argument applies to I'9.
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The following propositions establish the consistency and the convergence properties of the
estimators generated by the ¢-AFXP algorithm. Define a K x L matrix J as
J = E[Vgln Pyo(a;|z;)I(a;|x;)/P°(as|z;)], where I(a;|z;) is the row of an L x L identity matrix

that corresponds to (a;|z;).

Proposition 9 Suppose that Assumptions 6-7 hold and (50, ]50) 18 consistent. Suppose we obtain
0r by the g-AFXP algorithm. Then éj —0%=o0,(1) forj=1,... k.

Proposition 10 Suppose that Assumptions 6-8 hold and (50,]50) is consistent. Suppose we
obtain 0y by the q-AFXP algorithm. Then, for j =1,...,k,

i — Pyre = AL(Pjo1 — Purp) + AY(0;-1 — OriLE) + Tnj,

i —Oure = (0,1 —Omrp) — (I°) YT (P — Pypg) +

i

where r,,; denotes a reminder term satisfying rn; = Op(n="2(10,;_1 — Oprrp||+ 10,1 — Onrrel|? +
0= 2| Pioy = Pappll + 1Pt — Purel).

Ignoring r,;, arranging the two updating relations into a system of equations, solving for ]5j —
pMLE and éj _éMLE7 and using A%, = (Ap)q, Ag = (I+AP+' : ‘+(Ap)q_1)A9 = (I— (Ap)q)(f—
Ap) Ay = (I — (Ap)?) Ve Py, and TV Ppo = I°, we obtain

P, — P Py —P Ap)d Ad

5~ PMLE g ' 1= Pure . where = 0( 1P) - 0 .

0]' — 9MLE 0]'_1 — GMLE —(I )7 j(Ap)q (I )7 j(AP)qVQ/PQO
Suppose p(Ap) < 1. Then, as q increases, (Ap)? approaches zero, and all the eigenvalues of Q

approach zero. Therefore, all of the eigenvalues of ) are inside the unit circle for sufficiently

large ¢, and iterating the ¢-AFXP algorithm converges to the MLE.

5 Monte Carlo experiments

We consider a dynamic game of market entry and exit. The model’s setup is identical to that of
Section 4 in AMO07, and the reader is referred to AMO07. The profit of firm 7 operating in market

m in period ¢t is equal to

OrsIn Sy — Orn In(1 + Z ajmt) —Orci — Opc(l — Gim,—1) + €ime(1),
i

whereas its profit is €;;u¢(0) if the firm is not operating. We assume that {€;,,:(0), €;m:(1)} follow
iid. type I extreme value distribution with zero mean and unit variance, and Sy,; follows an

exogenous first-order Markov process fs(Sp t+1|Smt). We set the number of firms N = 3. The
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state space for the market size Sy, is {2,6,10}.1% The discount factor is set to 3 = 0.96. We
normalize Org to 1 and fix 0gc to 1. Fixed operating costs are 0pc;1 = 1.0, Opc2 = 0.9, and
Orc3 =0.8.

The value of parameter frx determines the degree of strategic substitutabilities among firms
and is the main determinant of the dominant eigenvalue of ¥p. We therefore vary the value
of Orn to 2 and 4 across experiments and examine the performance of different estimators. As
reported in Table 1, all of the eigenvalues of Wp are inside the unit circle for gy = 1 and 2
while the smallest eigenvalues are less than -1 for gy = 4 and 6. We estimate Ors and gy
while the other parameters are not estimated but fixed at the true values.

To generate an observation, we first randomly draw x,, = {Sm1, 1m0, @2mo, a3mo} from
the steady-state distribution implied by the model, and then draw the choices at ¢t = 1,
{a1m1,@2m1,asm1}, given x,, randomly from the equilibrium choice probabilities. For Opy = 1
and 2, the fixed point of ¥ (6, P) is obtained by iterating the mapping ¥(#, P) starting from an
initial vector of choice probabilities that are uniformly equal to 0.5. For zx = 4 and 6, the fixed
point is obtained by iterating the mapping [A(0, P)](a = 1|z) = {[¥(0, P)](a = 1|z)}* {P(a =
1]3:)}1*0‘*. We replicate 500 simulated samples, each of which contains n = 500, 2000, and 8000
observations.

As shown in Table 1, the absolute value of the dominant eigenvalue of My, ¥p and My, Ap
is similar to the corresponding eigenvalue of ¥p and Ap. Thus, in view of Lemma 1, the
convergence rate of the NPL algorithm is primarily determined by the dominant eigenvalue of
Up and Ap.

Table 2 compares the bias and the root mean squared error (RMSE) across different esti-
mators for Ogry = 2 or 4. The maximum number of iterations for sequential estimators is set to
k = 50. For gy = 2, the NPL estimator with ¥ (henceforth W—NPL estimator) substantially
improves the performance of the two-step PML estimator across different sample sizes, and the
V- and A-NPL estimator converge to the same estimate.

For Opn = 4, however, reflecting its non-convergence, the estimator generated by 50 itera-
tions of the NPL algorithm with ¥ (henceforth U—NPL algorithm) performs substantially worse
than the A-NPL estimator. With the sample size n = 500, the RMSE of the estimates of P
generated by the W—NPL algorithm is more than thirty times larger than those of the A-NPL
estimator. Further, as the sample size increases from n = 500 to n = 2000, then to n = 8000,
the RMSE of the A-NPL estimator decreases approximately at the rate of n'/2, but the RMSE
of the W-NPL estimator decreases at a much slower rate. For Opny = 4 and n = 2000 or 8000,

0The transition probability matrix of S: is given by

0.8 0.2 0.0
02 06 02 |.

0.0 0.2 038
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the performance of the V—NPL estimator is worse than that of the PML estimator.

The fourth and the fifth rows of each panel of Table 2 report the performance of the esti-
mator generated by the modified RPM algorithm with 6 = 0.5 and 0.8, respectively. See the
supplementary appendix for our implementation of the modified RPM algorithm. Both estima-
tors perform better than the W—NPL estimator, especially when gy = 4, and their performance
is comparable to that of the A—-NPL estimator. Note also that the modified RPM algorithm
performs better with § = 0.5 than with § = 0.8 as the former achieves faster contraction.

The sixth and the seventh rows of each panel of Table 2 report the performance of the ¢-NPL
estimator with A? and the ¢-AFXP estimator that uses A? to update P, respectively, where ¢
is set to 4. For both 0gy = 2 and Ory = 4, they perform better than the W— and A-NPL
estimator, suggesting their efficiency gain over the NPL estimator.

Table 3 compares the RMSE across the estimators generated by different sequential algo-
rithms after j = 5,10, ..., 25 iterations with the sample size n = 8000. For Opy = 2, the RMSE
does not change after j = 5 iterations for any of the algorithms. Thus, they either converge or
are close to convergence after 5 iterations. For Opny = 4, the RMSE of the estimators generated
by the NPL algorithm with ¥ increases with the number of iterations, suggesting its divergence.

On the other hand, our proposed alternative algorithms are convergent.

6 Concluding remarks and extension

This paper analyzes the convergence properties of the NPL algorithm to estimate a class of
structural models characterized by a fixed point constraint. We show that, when the fixed
point mapping has a local contraction property, the NPL algorithm achieves convergence in a
neighborhood of the true value.

In practice, the convergence condition may be violated. In such a case, the NPL algorithm
will not converge even when an initial estimate is in a small neighborhood of the true parameter
value. We develop alternative sequential estimators that can be used even when the original
fixed point mapping is not locally contractive. As our Monte Carlo experiments illustrate, these
alternative estimators work well even when the NPL algorithm has a convergence problem, and
their performance can be substantially better than that of the two-step estimator.

In the presence of (a finite number of) multiple equilibria, the limit of a sequence of es-
timators generated by the NPL algorithm is still consistent if the NPL algorithm is locally
converging and the initial estimator is asymptotically in a neighborhood of the true equilibrium
choice probabilities. We emphasize, however, that our convergence result is local. When there
are multiple NPL fixed points and the initial point is far away from the NPL estimator, there
is no guarantee that the NPL algorithm converges to the NPL estimator. This is analogous to
the situation often encountered by a researcher when using Newton’s method to solve the opti-

mization problem with multiple local maxima. When a reliable initial estimate is not available,
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it is recommended to repeatedly apply the NPL algorithm with different initial values.

In the supplementary appendix, we also show that convergence properties similar to that of
the NPL algorithm hold for models with permanent unobserved heterogeneity. Furthermore, we
develop a recursive extension of two-step generalized method of moment estimators and derive

its convergence properties.

7 Appendix

7.1 Proof of Lemma 1

We suppress the subscript NPL from Py pr, and @y pr,. Define (6, P) = n~? Yo In (0, P)(ailxi).
First, Proposition 1 of AMO07 implies that 9~j is consistent if Pj,l is consistent, and the conti-
nuity of (6, P) implies P; —, P if (8;, Pi_1) —, (6°, P°). Then, since Py is consistent, the
consistency of (0~j, ﬁ’]) for j =1,...,k follows from induction.

We proceed to derive the stated representation of 0~j — 0 and ]5j - P. First, éj satisfies the
first order condition Vg1(6;, P;_1) = 0. Expanding this around (0, P) and using Vg (6, P) =0
gives

0 = Vogh(0, P)(0; — 0) + Vopih(0, P)(Pj_y — P), (9)

where (0, P) lie between (0;, Pj_1) and (9, P). Since Vpgp(6, P) = —Qgg+0,(1) and Vyp (6, P) =
—Qgp+o0p(1) follow from the consistency of (6, P), positive definiteness of Qg allows us to obtain
0; — 0 = O,(||Pj_1 — PJ|), giving the first result.

For the second result, note that the second derivatives of ¥ (6, P) are uniformly bounded in
(6, P) € ©x Bp from Assumption 1(c). Hence, expanding the right hand side of P; = ¥(0;, P;_1)
twice around (0, P) and using (6, P) = P, root-n consistency of (4, P), and 6,—0 = O, (|| Pj_1 —
PJ|), we obtain

A ~

Pj— P =Wy(0; — )+ Up(Pj1 — P)+ Op(n"?||Pjoy — P|| + [Py — PIIP). (10)
Refine (9) as 6; — 0 = —Qu)Qgp(Pj—1 — P) 4+ Op(n~/?||Pj_1 — P|| + ||Pj—1 — P|?) by using
Vo (0, P) = =Qop+O0,(||Pj—1 = P|)+0p(n1/2) and Vggh(, P) = Qg+, (|| Pj—1 — P|)+

Op(n~%/2). Substituting this into (10) in conjunction with Q,;'Qpp = (VHApTy) 1V, ApTp
gives the stated result. [

7.2 Proof of Proposition 1

For any eigenvalue A of Up, the corresponding eigenvalue of Ap is aA+ (1 —a) = a(A—1) + 1.
Suppose Amax > 1 > Apin. If @ >0, then a(Apax—1)+1 > 1. If @ < 0, then a(Apin —1)+1 > 1.
Therefore, there is no value of v such that a(A —1) +1 < 1 for both A = A\pax and Apin, giving

the first result. Now, assume that Apn.x < 1. We derive the value of « that minimizes the
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spectral radius of Ap. First, such o needs to be positive because a(A — 1) +1 > 1 if o < 0.
When « > 0, we have 1 > a(Apax — 1) + 1 > @(Amin — 1) + 1. Therefore, the optimal « satisfies
*(Amax — 1) + 1 = —a*(Amin — 1) — 1, giving o = 2/(2 — Aax — Amin)- O

7.3 Proof of Proposition 2

For part (a), write I'(9, P) — P as I'(§,P) — P = A(6,P)(¥(0,P) — P), where A(0,P) =
(I —11(0, P)V pr ¥ (9, P)IL(0, P))~'T1(0, P) + (I — T1(#, P)). Let Z(6, P) denote an orthonormal
basis of the column space of I1(6, P), so that Z(6, P)Z (6, P)' = 11(#, P) and Z(0,P) Z(0,P) =
Ip,. Suppress (6, P) from II(0, P), Z(0,P), and Vp¥(6,P). A direct calculation gives (I —
OV VI ' = Z(I-Z'Vp¥Z)~1Z sowe can write A(0, P) as A(0, P) = Z(I-Z'VpVZ)~1 7'+
(I—II). The stated result follows since A(#, P) is nonsingular because rank[Z([-Z'V p W Z)~1Z'] =
m, rank(l —II) = N —m, and Z(I — Z’'Vp¥UZ)~1Z" and I —1II are orthogonal to each other.

For part (b), define T'p = VpT'(6°, P?) and TI° = T1(¢°, P?). Define P with respect to
Up = Vp (A% PY). Computing Ve T'(6, P) and noting that ¥(§°, P’) = P° we find T'p =
0 + (I — 00 pI°) ' IO(Tp — 1) + (I — II°)Wp. Observe that Tpll® = (I — IIO)TpII0 =
0, where the last equality follows because WpII’P € P for any P € R by the definition of
Y. Hence, I'p = Tp(I — II°). We also have (I — II°)T'p = (I — II°)¥p because a direct
calculation gives (I — II°WpII") I = 201 — (Z2°)Wp2°)~1(Z°) where Z° = Z(6°, PY), and
hence (I —T1%)(I — TI°W pI1%) 1% = 0. Then, in conjunction with T'p = T'p(I —I1°), we obtain
(I-TTp = (I - p(I—T1°). Since I'p(I —T1I°) has the same eigenvalues as (I —I1°)T'p (see
Theorem 1.3.20 of Horn and Johnson, 1985), we have p(I'p) = p(T'p(I —11°)) = p((I -TI")T'p) =
p[(I — IOV p(I —T1%)] < §° where the last inequality follows from Lemma 2.10 of SK: P, Q,
and F in SK correspond to our I1°, I — 1%, and ¥Up. OJ

7.4 Proof of Proposition 4

Write the objective function as ¥(6, P,n) = n~ 1 Y_" | InT'(0, P,n)(a;i|z;), and define
v(0,P,n) = EInT(0, P,n)(a;|z;). Define Q55 = EVyInT(0°, P°)(a;|z;)V p InT(0°, P°)(a;|z;).
We use induction. First, we prove the consistency, i.e., (éj, ]5]) —, (09, PY) if (éj,l, }5j,1) —p

(6°, PY). To show the consistency of éj, we show that (:)j is compact and

sup  |3(0, P,n) — (0, P,n)| = op(1), (11)
(Q,Pﬂ])eej XN

v(8, P°, %) is continuous in @, and (@, P°,6°) is uniquely maximized at 6°.  (12)

Then the consistency of 9~j follows from Theorem 2.1 of Newey and McFadden (1994) because

(11) in conjunction with the consistency of (6;_1,Pj—1) and the triangle inequality implies
Supé‘eéj ’;)/(07Pj—17 ej—l) - 7<€7P07 00)‘ = 0p<1)'
O, is compact because ©; is an intersection of the compact set © and |A||X| closed sets.
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Take N sufficiently small, then it follows from the consistency of (éj,l, ]51;1) and the continuity
of I'(6, P,n) that I'(0, P,n)(alz) € [¢/2,1 — ¢/2] for all (a,z) € A x X and (0,P,n) € ©; x N
with probability approaching one (henceforth wpal). Observe that (i) ©; x A is compact, (ii)
In (6, P,n) is continuous in (0, P,n) € ©;x N, and (iii) Esupg pyyeo, x| ImI(0, Pn)(ailzi)| <
(IIn(e/2)] + | In(1 — €/2)]) < 0o because of the way we choose N. Therefore, (11) follows from
Lemma 2.4 of Newey and McFadden (1994). Lemma 2.4 of Newey and McFadden (1994) also
implies that (6, P,n) is continuous, giving the first part of (12). Finally, the second part of (12)
holds because 6° is the only parameter such that P° = I'(9, P°,6°), and we prove the consistency
of éj. The consistency of F’j then follows from the continuity of I'(0, P,n) and the consistency
of (;, Pj_1), and we establish the consistency of (6;, P;).

We proceed to derive the stated representation of éj — éRp M and 15]- — PRP m- Henceforth,
we suppress the subscript RPM from éRpM and Prpa. 6?~j satisfies the first order condition
Vﬂ(éj,fjj,l, éj,l) = 0. Expanding it twice around (é, ]%,1, 67]-,1) gives

0= V70, Pj—1,0;-1) + Vogr7(0, Pi_1,0,_1)(0; — 0) + Op(||6; — 0]*). (13)

We analyze Vﬂ/(é,ij_l,éj_l) on the right of (13) first. Expanding V(ﬁ(é,ﬁj_l,éj_l) twice
around (0, P, 0) gives Vg3(0, Pj_1,0;-1) = Ve7(0, P,0)+Vop7(8, P,0)(Pj_1—P)+Vo,7(0, P,0)(0;—1—
0) + 0,(||0;—1 — 0||*> + ||Pj_1 — P||?). First, the RPM estimator satisfies Vy7(d, P,0) = 0
wpal because ng_y(é,ﬁ) = 0 from the first order condition, and Proposition 2(a) implies
W(é,f’) — P wpal and hence Vng(é,P, é) = Vg/F(é,P) wpal. Second, the information ma-
trices such as Qb are defined equivalently in terms of either by I'(6, P,n) or I'(d, P) because
(0% PY, 0% =T(0° PY), Vo'(6°, P°,0°) = VaT'(6°, PY), and V. T(6°, P°,6°) = Vp T'(6°, P°)
from PY = W¥(#°, P°). Third, the information matrix equality and Vn/I‘(GO, PY 0°) = 0 imply
EVgy InT(0°, P°,6°)(a;|x;) = 0. Therefore, in conjunction with the root-n consistency of 0, P),
we have

Vo0, P-1,0,-1) = =Qp(Pj-1 — P) + 1y, (14)

where 7,,; denotes a generic reminder term of O,(n="/2(|6;_1 — 0]| +||6;_1 — ||> + n~/?||P;_1 —
P|| + ||Pj_1 — P||?). The stated bound, 8; — § = O,(||Pj_1 — P||) + 4, follows from writing
the second and third terms on the right of (13) together as (—Qf, + 0p(1))(6; — 0) and using the
positive definiteness of an.

For the representation of ]5j — P, first we have

P =P +Ty(0; — 0) + Tp(Pj_1 — P) +1nj, (15)
by expanding ]53 = F(éj,lsj_l,éj) around (0, P,0) and using I'(d, P,#) = P. Next, refine (13)

as 0 = Vo7(8, Pj_1,0,_1) — Qge(éj —0) + Tn; by expanding Voo (6, P;_1,0;_1) in (13) around
(8, P,0) to write it as Vg 7(8, Pj_1,0; 1) = —Qby+0,(n /) +0, (1101 —0|)+ O, (|| Pj_1 — P||)
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and using the bound of 9~j — 6 obtained above. Substituting this into (14) gives éj -0 =

—(Qge)_IQgP(JBj_l — P) + ryj. The stated result follows from substituting this into (15) in
conjunction with (Qf,)1Qf, = (TyApLy) "' TyAplp. O

7.5 Proof of Corollary 1

The proof of the consistency of (éj,lﬁj) is the same as the proof of Proposition 4. For the
bound of §; and Pj, define T'(9, P,n,Q) = ¥(0,P) + [(I — (1, Q)V ¥ (n,QI(n, Q)" —
I (n, Q)(¥(0, P) — P), and write the objective function in Step 1 as 5(6, Pj_1,60*, P*). Since
VQ/F(HO, PY 0" P%) = 0, the stated result follows from starting from the first order condition
Vg@(éj, Pj,l, 0*, P*) = 0, and following the proof of Proposition 4. [J

7.6 Proof of Proposition 5

We use induction. Assume (6;_1, Pj_1) — (6°, P°). Define Q% (6, P,n) =n~*>_7  In A%(0, P,n)(a;|x;)
and Q4(0, P,n) = Eln A9(0, P,n)(a;|z;). In order to show §; —, 6°, it suffices to show that (11)-
(12) in the proof of Proposition 4 hold if we replace (6, P,n) and (0, P,n) with Q%(0, P,n) and
Q1(6, P,n). Take N sufficiently small, then (i) @‘]J. x N is compact, (ii) In A%(6, P, 7) is continuous
in (6, P,n) € ©F x N, and (iii) Esup(g pyyeeixn |In A9(0, P,n)(a;|z;)| < co. Therefore, (11) and
the first result of (12) hold for Q% (6, P,n) and Q%(6, P,n).
We proceed to show that #° uniquely maximizes Q4(6, PY,0°). Note that

Q1(0,P°, 6% — Q1% P°,0°) = EIn(VeA(6°, PO —0°) + P)(a;|z;) — Eln P°(a;|x;)

900 POY (sl ) (0 — §°
~ Eh (VGA(@ v;()a(i‘i)z)w 67)+1>. (16)

Recall that In(y + 1) < y for all y > —1 where the inequality is strict if y # 0, and that
Assumption 4(d) implies Vg A9(6°, PY)(a;|x;)(0 — 6°)/P°(a;|z;) # 0 with positive probability
for all § # 0°. Therefore, the right hand side of (16) is strictly smaller than

{vg,AQ(eo, PO (a;|z:) (0 — 6°)

PO{arlzs) ] for all 6 # 6°. (17)

Because E[VgA4(6°, P)(a;|x;)/P®(a;lx;)] = 0, we have Q4(0, P°,6°) — Q2(6°, P°,6°) < 0 for
all @ # 6°, and 6° uniquely maximizes Q(6, P°,0"). Therefore, éj —p 0°. Finally, Pj —, PY
follows from A9(f;, Pj_1) —, A9(6°, P°) = P°. O

7.7 Proof of Proposition 6

The proof is similar to the proof of the updating formula of Proposition 4. We suppress

the subscript ¢NPL from équL and PquL. (é, ]5) is root-n consistent from applying the
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proof of Proposition 2 of Aguirregabiria and Mira (2007) with replacing ¥(60, P) by A4(6, P).
Define Q%L(0,P,n) = n~ '3 InA9(6, P,n)(a;|x;). First, expanding the first order condi-
tion 0 = V@Q%(éj, ]5j,1, éj,l) twice around (é, ]5]-,1, éj,l) gives 0 = VgQ%(é, ]5j,1, 9}-71) +
Voo QL(0, Pj 1,0, 1)(0; — ) +O,(||0; — 0]]?), which corresponds to (13) in the proof of Proposi-
tion 4. Second, note that the ¢-NPL estimator satisfies VgQ%(é, P, é) = 0, and that A?(6°, P, 9°) =
A9(6°, P%), Vo A2(6°, PO, 6°) = Vg A%(6°, PO), V prA9(6°, P°,6°) = V prA9(6°, P°), and V,, A%(6°, P°,6°) =
0. Therefore, expanding VgQ%(é, ﬁj,l, 9~j,1) twice around (é, P, é) and using the root-n consis-
tency of (6, P) and the information matrix equality, we obtain VoQ% (6, Pi1,0;_1) = — Q% (Pj_1—
P) +7p, where r,; denotes a reminder term of Op(n~/2||0;_4 —0A||—|—||9~j71 —é\|2+n_1/2”ﬁjfl -
P||+||P;—1 — P||?). This corresponds to (14) in the proof of Proposition 4. The stated bound of
9~j — 6 follows from noting that Vgng%(é, ]5]-,1, éj,l) = —Q},+0,(1) and repeating the argument
of the proof of Proposition 4.
The proof of the representation of ]53 — P follows from the proof of Proposition 4, because
(i) P, = P+ Al(B; — 0) + AS(Pj_1 — P) + 7y, which corresponds to (15) in the proof of
Proposition 4, from expanding A?(f;, P;_;) twice around (f, P) and using P = A9(8, P), (ii)
Voo QL(0, Pj_1,0, 1)(0; — ) = —Q8,(0; — 0) +1,; from expanding Vg Q% (0, Pj_1,6; 1) around
(4, P, 0) and using the bound of §;—6 obtained above, and (iii) (Q%,) 1%, = ((AD)/ApAS)~ (A ApAL.
]

7.8 Proof of Proposition 7

The proof is essentially the same as the proof of Proposition 5. The argument of the proof of
Proposition 5 carries through if we replace A?(6, P,n) and A%(6°, P°) with ®(6, P,n) and Py. O

7.9 Proof of Proposition 8

We suppress the subscript MLE from 07z and Pypp. First, P, — P =0,(0;-1 — d)|) follows
easily from Taylor expansion. To show the bound of QNJ- — 0, define ®(0,n) = @0, P,),n) =
P, + Vg P, (0 —Nn) and Qn(0,n) = Qu(0,Pyn) = n! Zyzllné(ﬁ,@(ai\xi), so that 0; =
argmaxe; Qn(0,0;-1). We expand the first order condition V@, (0;,0;-1) = 0 twice around
(é, éj_l) as

0 = VoQnu(8,0,1) + VeerQn(0,0,_1)(8; — 6) + 0,(||6; — 4]|?)

= Van(é; éj—l) + <_IO + Op(l))<9~j - 0)7 (18)

where the second equality follows from E[VgyQ,,(6,6°)] = —Z° and the consistency of (4, 8;_1).
Since the MLE satisfies VQ,, (6, 6) = 0, expanding VQ,, (6, 0;_1) around (0,0) gives VQn (0, 0;_1) =
Vo Qn(0,0)(0;-1—0)+0,(]10;-1—0|2). Now, Vg Qn(0,0) = n~" S0, Voo Pyaila:) / Py(as|zi) =

Op(n_l/ 2), where the last equality follows from the root-n consistency of 6 because the infor-
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mation matrix equality implies E[Vgp Pyo(ail2i)/Pyo(a;|z;)] = 0. Therefore, VoQy(0,0;_1) =
Op(n=12(10,_1 — 0)| + |6;_1 — 0||?), and the stated bound of 0; — 0 follows from (18). [

7.10 Proof of Proposition 9

The proof is the same as that of Proposition 7 and is omitted. [

7.11 Proof of Proposition 10

We suppress the subscript MLE from éMLE and Pyrg. The updating formula of ]Sj follows
from expanding Pj = Aq(éj,l, Pj,l) around (é, P) and using the root-n consistency of (é, I:’)
For the bound of 6~j — 0, expanding the first order condition Van(éj,Pj, éj_l) = 0 twice

around (6, P;,0;_1), we have

0= VoQu(0, Py B5-1) + | =10+ Op (0712 4 ||By = Pl| + 11051 = 611) | (85— 0) + 0,110 — 811,
(19)
where the second term on the right follows from expanding Vg Qy, (é, ]5]-, éj_l) around (é, P, é)

and using the root-n consistency of (é, ]f’) and the information matrix equality.

Since VoQn (0, P,0) = 0 and E [VW®(0, P, n)(a;|z;)/ (0, P,n)(a;|z;)] evaluated at (0, P,n) =
(09, P, 8°) is equal to 0 for j > 1, expanding VyQ, (6, P;,0;_1) on the right of (19) twice around
(6, P, ) in conjunction with the root-n consistency of (8, P) and the information matrix equality

gives
VoQn(9, P;,0;-1) = —E[Vgln Ppo(as|zs) I (as]z;) /PO (ai|:)| (P — P) + I°(0;-1 — 0) + 0y, (20)

where I(a;|x;) is the row of an L x L identity matrix corresponding to (a;|z;), and ry; is a
reminder term of O,(n~/2||6;_1 — || + ||6;_1 — 0]|> + n~Y/?||P; — P|| + || P; — P||*). Hence, we
have 6; — 0 = O,(||0;_1 — ]| + || P; — P||) from (19) and (20). Substituting this bound of §; —
into the O, (||6; — 6]?) term in (19) and using P; — P = O,(||Pj_1 — P|| + ||6;_1 — ]|) from the
updating formula of P;, we obtain the stated updating formula of §; from (19) and (20). O
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A pair (Amaz, Amin) represents the largest and the smallest eigenvalues of ¥p or Ap. The last two

Table 1: The Largest and Smallest Eigenvalues of ¥Vp and Ap

Eig(Vp) Eig(Ap)
QRN Amaz Amin Amaz Amin p(M\Ile \IjP) P(MAQAP)
1 0.2104 | -0.3365 | 0.2572 | -0.2572 0.2922 0.2555
2 0.4275 | -0.6925 | 0.4945 | -0.4945 0.5996 0.4937
4 0.7596 | -1.1839 | 0.8017 | -0.8017 1.1788 0.8056
6 0.8914 | -1.4788 | 0.9161 | -0.9161 1.4775 0.9150

absolute value of the dominant eigenvalue of My, ¥ p and Mu,Ap.

Table 2: Bias and RMSE

columns report the

OrN =2 OrN =4

Estimator n = 500 n = 2000 n = 8000 n = 500 n = 2000 n = 8000
Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE
PML with ¥ -0.2277 0.2703 -0.0752 0.1125 -0.0258 0.0502 -0.1162 0.1438 -0.0323 0.0508 -0.0065 0.0196
NPL with ¥ -0.0147 0.1415 -0.0038 0.0646 -0.0037 0.0335 -0.0098 0.0685 -0.0056 0.0472 -0.0019 0.0403
Ors NPL with A -0.0147 0.1415 -0.0038 0.0646 -0.0037 0.0335 0.0036 0.0593 -0.0015 0.0296 0.0011 0.0144
RPM (6 = 0.5) -0.0162 0.1399 -0.0063 0.0636 -0.0041 0.0325 0.0033 0.0586 -0.0019 0.0280 0.0008 0.0140
RPM (6 = 0.8) -0.0150 0.1410 -0.0038 0.0645 -0.0038 0.0334 0.0016 0.0617 -0.0027 0.0299 0.0010 0.0143
g-NPL with A9 -0.0135 0.1296 -0.0046 0.0595 -0.0023 0.0301 0.0024 0.0569 -0.0016 0.0278 0.0009 0.0139
g-AFXP with A9 -0.0131 0.1299 -0.0045 0.0596 -0.0023 0.0302 0.0021 0.0561 -0.0018 0.0276 0.0007 0.0137
PML with ¥ -0.8116 0.9555 -0.2681 0.3988 -0.0935 0.1789 -0.7167 0.8270 -0.1798 0.2447 -0.0403 0.0871
NPL with ¥ -0.0450 0.4840 -0.0131 0.2285 -0.0144 0.1180 -0.1569 0.2753 -0.1168 0.1956 -0.0982 0.1624
OrN NPL with A -0.0450 0.4840 -0.0131 0.2285 -0.0144 0.1180 0.0187 0.1346 0.0055 0.0678 0.0043 0.0350
RPM (6 = 0.5) -0.0502 0.4798 -0.0223 0.2242 -0.0161 0.1144 0.0196 0.1462 0.0042 0.0688 0.0038 0.0350
RPM (6 = 0.8) -0.0451 0.4843 -0.0132 0.2285 -0.0144 0.1181 -0.0099 0.1657 -0.0008 0.0727 0.0043 0.0357
g-NPL with A9 -0.0413 0.4411 -0.0165 0.2090 -0.0094 0.1052 0.0196 0.1267 0.0049 0.0651 0.0038 0.0330
g-AFXP with A9 -0.0403 0.4418 -0.0164 0.2094 -0.0092 0.1052 0.0184 0.1221 0.0046 0.0643 0.0034 0.0326
PML with ¥ -0.0654 2.1491 -0.0103 0.5553 0.0237 0.1877 -0.0967 5.7026 -0.0831 1.9414 -0.0183 0.4722
NPL with ¥ 0.0211 0.1625 0.0175 0.0392 0.0157 0.0363 -0.5544 3.4606 -0.1975 3.0148 -0.0150 2.8906
P NPL with A 0.0211 0.1625 0.0175 0.0392 0.0157 0.0363 0.0009 0.1113 -0.0453 0.0531 0.0048 0.0392
(x100) RPM (6 = 0.5) 0.0209 0.1649 0.0200 0.0542 0.0169 0.0408 -0.0017 0.1774 -0.0464 0.0630 0.0011 0.0313
RPM (6 = 0.8) 0.0165 0.1637 0.0167 0.0390 0.0135 0.0357 -0.2429 1.0161 -0.0938 0.3194 0.0028 0.0363
g-NPL with A9 0.0150 0.1397 0.0194 0.0424 0.0130 0.0245 -0.0211 0.1045 -0.0451 0.0523 0.0028 0.0324
g-AFXP with A9 0.0157 0.1390 0.0192 0.0421 0.0130 0.0240 -0.0232 0.0978 -0.0479 0.0556 0.0012 0.0285

The result is based on 500 simulated samples. The maximum number of iterations is set to 50. For the ¢-NPL and ¢-AFXP,

we set ¢ = 4.

Table 3: RMSE for j = 5,10,...,25 with n = 8000

OpN =2
RMSE of frg RMSE of Oz
=5 =10 =15 7=20 =25 =5 J=10 =15 =20 =25
NPL with ¥ 0.0335  0.0335 _ 0.0335 _ 0.0335 _ 0.0335 | 0.1181  0.1180 0.1180  0.1180 _ 0.1180
NPL with A 0.0335  0.0335  0.0335  0.0335 0.0335 | 0.1181 0.1180 0.1180  0.1180  0.1180
RPM (8§ = 0.5) 0.0328  0.0326  0.0326  0.0325  0.0325 | 0.1153  0.1150 0.1148  0.1146  0.1145
RPM (8§ = 0.8) 0.0334  0.0334  0.0334  0.0334  0.0334 | 0.1183 0.1181 0.1181  0.1181  0.1181
¢-NPL with A2 0.0302  0.0301  0.0301  0.0301  0.0301 | 0.1052 0.1052 0.1052 0.1052  0.1052
g-AFXP with A9 | 0.0302 0.0302  0.0302  0.0302  0.0302 | 0.1052 0.1052 0.1052  0.1052  0.1052
OpN = 4
RMSE of 6pg RMSE of Oz
=5 =10 =15 =20 =25 =5 =10 =15 7=20 =25
NPL with ¥ 0.0173  0.0223 _ 0.0265 _ 0.0324 _ 0.0350 | 0.0682  0.0777  0.1195  0.1271 _ 0.1534
NPL with A 0.0144  0.0145 0.0144  0.0144  0.0144 | 0.0364 0.0351  0.0350  0.0350  0.0350
RPM (8§ = 0.5) 0.0142  0.0140  0.0139  0.0140  0.0139 | 0.0379  0.0350  0.0350  0.0350  0.0351
RPM (8§ = 0.8) 0.0148  0.0154  0.0144  0.0148  0.0143 | 0.0392  0.0394  0.0365  0.0409  0.0360
¢-NPL with A9 0.0139  0.0139  0.0139  0.0139  0.0139 | 0.0330  0.0330  0.0330  0.0330  0.0330
g-AFXP with A9 | 0.0137 0.0137 0.0137  0.0137  0.0137 | 0.0325 0.0326  0.0326  0.0326  0.0326

The result is based on 500 simulated samples. The maximum number of iterations is set to 50. For the ¢-NPL and ¢-AFXP,

we set ¢ = 4.
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