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Adaptive Estimation of the Dynamic Linear Model
with Fixed Effects®

By Tiemen Woutersen and Marcel Voial

September 2002

Abstract

This paper shows how the dynamic linear model with fixed regressors can be efficiently
estimated. This dynamic model can be used to distinguish spurious correlation from
state dependence and we show that the integrated likelihood estimator is adaptive for
any asymptotics with 7" increasing where T is the number of observations per individual.
KEYWORDS: Panel data, Efficient Estimation, Bayesian Analysis

JEL crassiricarion: C31, C33, C11, C14

1 Introduction

THE ANALYSIS OF THE DYNAMIC LINEAR MODEL with fixed effects has been subject of some
attention in econometrics for slightly more then two decades, starting with Nickell (1981)
and Anderson and Hsiao (1982). The popularity of this linear model might be due to the fact
that it is the simplest model in which Heckman’s (1981a and 1981b) spurious correlation and
state dependence can be studied. Another reason for the popularity of the dynamic linear
model is that it can be use for studying the dynamic version of Solow’s (1956) growth model,
see for example Mankiw, Romer and Weil (1992) .

Nickell (1981) shows that the maximum likelihood estimation of the dynamic linear model

with fixed effects suffers from the incidental parameter problem of Neyman and Scott (1948).
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In particular, Nickell shows that the inconsistency of the maximum likelihood estimator
is O(T~!) where T is the number of observations per individual. Econometricians have
subsequently developed moment estimators. Examples include Anderson and Hsiao (1982),
Holtz-Eakin, Newey and Rosen (1988), Arellano and Bond (1991), Ahn and Schmidt (1995),
Blundell and Bond (1998). Combining moment restrictions can be difficult, especially, when
some moments become uninformative for particular regions of the parameter space. Newey
and Smith (2001) give a general discussion on how combining moments usually causes a
higher order bias.

Hsiao et al (2002) react to the problem of combining moments by deriving an estimator
based on the likelihood. This paper also uses the likelihood as a starting point but the results
do not rely on normality of the error term. Moreover, the distribution of yg, the dependent
variable in period zero, is left unrestricted.

Lancaster (2002) proposes to approximately separate the parameters of interest from the
nuisance parameters. In particular, Lancaster uses a parametrization of the likelihood that
has a block diagonal information matrix. That is, the cross derivatives of the log likelihood of
the nuisance parameters and parameters of interest is zero in expectation. Lancaster (2002)
then integrates out all fixed effects. Woutersen (2001) shows that information-orthogonality
reduces the bias of this integrated likelihood estimator to O(72) and that the integrated
likelihood estimator is asymptotically unbiased and adaptive if T oc N* where o > % and N
is the number of individuals. That is, the integrated likelihood estimator is as efficient as the
infeasible maximum likelihood estimator that assumes the values of the nuisance parameters
to be known.

Alvarez and Arellano (1998) develop an alternative asymptotic where the number of
individuals, N, increases as well as the number of observations per individual, T. Using this
alternative asymptotics, Hahn and Kuersteiner (2002) develop an expression for the bias for
the case in which T' o< N. Then, Hahn and Kuersteiner (2002) developed an estimator for
the dynamic linear model without regressors that is efficient as long as 7T increasing as fast

as N. Hahn, Hausman and Kuersteiner (2001) also developed a bias corrected maximum



likelihood estimator but use long differences. Their bias-corrected GMM and Nagar-type
estimator reaches the efficiency bound in the same asymptotics as the estimator of Hahn and
Kuersteiner (2002).

In most panel datasets, T is much smaller than N, as is discussed in the overviews by
Chamberlain (1984), Hsiao (1986) and Baltagi (1995). It is therefore desirable to have an
efficiency or adaptiveness result that allows T" to increase at an arbitrarily slow rate instead of
requiring that 7" o< N. This paper derives such an adaptiveness result without strenghtening
the conditions of Hahn and Kuersteiner (2002) or Hahn, Hausman and Kuersteiner (2001). In
particular, we show that the integrated likelihood estimator reaches the efficiency bound for
T increasing arbitrarily slowly while N can be fixed or increasing. Interestingly, the efficiency
result is an adaptiveness result if Lancaster’s (2002) parametrization with a block diagonal
information matrix is used. That is, the asymptotic variance of the integrated likelihood
estimator is the same as asymptotic variance of an infeasible maximum likelihood estimator
that uses the true value of a reparameterized fixed effect.

This paper is organized as follows. Section 2 reviews the integrated likelihood estimator
and information orthogonality, and section 3 applies these to the dynamic linear model.
Section 4 gives adaptiveness results for the integrated likelihood estimator. Section 5 gives

simulation results and section 6 concludes.

2 The Integrated Likelihood Estimator and Orthogonality

Suppose we observe N individuals for T" periods. Let the log likelihood contribution of the
tth spell of individual i be denoted by L¥. Summing over the contribution of individual i

yields the log likelihood contribution,
Ll(pv )‘l) = Z Lit(pv )‘1)7
¢

where p is the common parameter and J; is the individual specific effect. Suppose that the
parameter p is of interest and that the fixed effect \; is a nuisance parameter that controls for
heterogeneity. This paper considers elimination of nuisance parameters by integration. This

Bayesian treatment of nuisance parameters is straightforward: Formulate a prior on all the



nuisance parameters and then integrate the likelihood with respect to that prior distribution
of the nuisance parameters, see Gelman et al. (1995) for an overview. For a panel data model
with fixed effects this means that we have to specify priors on the common parameters and
all the fixed effects. Berger et al. (1999) review integrated likelihood methods in which
flat priors are used for both the parameter of interest and the nuisance parameters. The
individual specific nuisance parameters are then eliminated by integration. We denote the

logarithm of the integrated likelihood contribution by L*!, i.e.
LY (p) = ln/ e .

Summing over ¢ yields the logarithm of the integrated likelihood,

o) =3 1() =Y I [ Fa. 1

After integrating out the fixed effects, the mode of the integrated likelihood can be used as
an estimator!. Let the integrated likelihood estimator p be the mode of L!(p),

p = argmax L (p).
p

A parametrization of the likelihood is information-orthogonal if the information matrix is

block diagonal. That is

ELP}\(/)Ov Ao) = 0
l.e.

tmax
/ Lpa(po, Ao)elPorar =0,
Jt

where ¢ denotes the dependent variable, t € [tmin, tmax] and pg, Ao denote the true value of
the parameters. Cox and Reid (1987) and Jeffreys (1961) use this concept and refer to it
as ‘orthogonality’. We prefer the term information-orthogonality to distinguish it from the
other orthogonality concepts and to stress that it is defined in terms of the properties of

the information matrix. See Tisbshirani and Wasserman (1994) and Woutersen (2000) for

'As N — oo, using the marginal posteriors is asymptotically equivalent. Considering the mode of the
posterior, however, simplifies the algebra.



an overview of orthogonality concepts. Consider the log likelihood L(p, f(p, A)) where the
nuisance parameter f is written as a function of p and the orthogonal nuisance parameter .

Differentiating L(p, f(p, \)) with respect to p and X yields

OL(p, f(p,\)) of
—— = L,+L
ap ot I, dp
O*L(p, f(p; N) af of of 0% f
ik U AU Vit RAVVARN Lyfz~—=+1L
NP eox TN, T oo
where Ly is a score and therefore EL; = 0. Information orthogonality requires that the
cross-derivative BQL%))’\—};)(;’)‘)) is zero in expectation, i.e.

of of of
ELP)\ Epra)\+ELff8)\8 = 0.

This condition implies the following differential equation

0
Epr-‘rELffa—i:O. (2)

The information-orthogonal parametrization of the dynamic linear model without regressors

is explicit and given by Lancaster (2002).

3 Orthogonality in the Dynamic Linear Model with fixed ef-
fects

Consider the dynamic linear model with fixed effects,

Yis = Yis—1Pp + fi + €is (3)

where
E(eis|yi1,---, yis) =0, E(€?5|yi1,---7yis) =02, Eeiscit|yi,-.., yis) =0

for s #t, s =1,...,T, and i = 1,...N. Lancaster (2002) conditions on y;p and suggests the

following parametrization?

1TT—s

fi = vio(1 — p) + e ) where b(p) = T Zl "

> Appendix 5 of Woutersen (2001) gives information-orthogonal parametrizations for linear models with
more then one autoregressive term.




Analogue to quasi-maximum likelihood estimators, normality of the error terms is assumed in
order to derive the integrated likelihood estimator. The estimator depends only on the first

two moments of y;s and is given by Lancaster (2002). Integrating the likelihood contribution

of individual 7 with respect to X gives e/, where
I Tl 1eb(p)—§g Yo Ws—vs-10)*+F Ws—vs—1)*
oT—

The asymptotic variance can be found by deriving the normalized scores of the integrated
likelihood (see appendix 1 for derivation),
T 2 D il
Lp(ﬁa” ) = Nle

|
— W)+ __z{z — Y5 10)Ys 1 — —T(y — Ys—1P)¥s—1}

(0% = ZL
1 T — 1Y, , T )
= (,2[—2 —WN{;@s—ysflp) + 5@ =y

where b(p)’ = % ST (T —5)p*~L. In particular, one can show that the difference Lf;(ﬁo, 03)—
L,(By,08, Xo) is op(ﬁ). That is, the difference between the score of the integrated likeli-
hood and the score of the regular likelihood is small. Intuitively, this suggests that Lf;(ﬁ, )
and LP(BO,UQ,)\O) would yield the similar estimators, say the same up to first order. We

show in the next section that this intuition is correct.

4 Adaptiveness

Woutersen (2001) shows that the integrated likelihood estimator is adaptive in the sense that
it is equivalent to the infeasible maximum likelihood estimator that assumes the nuisance
parameters to be known. The conditions for this result are a regularity condition that
the integrated likelihood can be approximated by a Laplace formula and the substantial
condition that T" o¢c N where a > % We now weaken the latter condition for the dynamic
linear model. Consider the maximum likelihood estimator for known Ag. Let {,OA/I\L,(T/?M\L} =

argmax, L(p,02, \g). Assuming normality of the error term, the distribution of (7 — p) is



VNT(1—p?) with T increasing and N constant or increasing®. Hahn and Kuersteiner (2002)
establish the same bound using a Hajek-type convolution theorem?. The following theorem

states that the integrated likelihood estimator reaches this theoretical bound.

Theorem 1
Let the data be generated by equation (3);let |p| < 1 and T increasing while N is constant

or increasing. Then the integrated likelihood estimator p is an adaptive estimator and
VNT(pr — py) —a N(0,1— PQ),

where 1 — p? equals at the Cramér-Rao lower bound.

Proof: See appendix.

Efficiency bounds were developed by Stein (1956) and are also discussed in Bickel (1982),
Newey (1990) and Bickel et al (1993) .

5 Simulation Results

We use the same simulation designs as Hahn, Hausman and Kuersteiner (2001), HH K, and
Hahn and Kuersteiner (2002), HK. In particular, the fixed effects «; and the innovations e;

are assumed to have independent standard normal distributions, NV (0, 1). Initial observations

yio|ai are assumed to be generated by the stationary distribution N (lf;o , V?—i(;%)) , see sec-
0

tion 9 for the tables. In table 1 we consider the same parameter values as HHK and calculate
the root mean squared error for the integrated likelihood estimator, p;. For convenience, we
also reproduce the simulation results of HHK; ppao denotes the Bias Corrected estimator of
HHK, prarr, the LIML estimator and pgpra, the GM M estimator of Arellano and Bover
(1995). All results are based on 5000 replications and the integrated likelihood estimator has
a lower MSE then the other estimators for all parameter values. Table 2 gives the bias of
all estimator and the integrated likelihood estimator performs comparable to the other esti-
mators for low values of p and better for higher values. Table 3 gives the simulation design

of HK. The estimator of HK is denoted by /,?; and the RMSE of the integrated likelihood

3See Lemma 1 of the appendix.
1That is, N(0,1 — p?) is the minimal asymptotic distribution.



estimator is lower than the RMSE of the other estimators in all cases. In table 4, we com-
pare the integrated likelihood estimator to the ‘long difference’ 2SLS estimator, progrs 1,
and ‘long difference’ continuous updating estimator, Doy 1, p, of HHK. The RMSE of the
integrated likelihood estimator is lower than the RMSE of the other estimators in all cases
and the bias is lower in most cases. The lower part of table 4 as well as table 5 show a very
good performances of the integrated likelihood estimator in the vicinity of unit root. That
is, both in terms of RMSE and bias.

We can summarize our estimation results by saying that the simulation results shows the
relevance of our theoretical efficiency result. Our efficiency result allows T to increase very
slowly and, as a result, the integrated likelihood estimator is superior in terms of RMSE and

very good in terms of bias.

6 Conclusion

This paper considers the dynamic linear model with fixed effects and derives an adaptiveness
result for the integrated likelihood estimator. In particular, the integrated likelihood estima-
tor is shown to be adaptive for an asymptotic with T increasing where T is the number of
observations per individual. Simulations show the relevance of the adaptiveness result. In
particular, the Root Mean Squared Error of the integrated likelihood estimator is smaller
then the Root Mean Squared Error of competing estimators for any of the parameter values
and performs very good in terms of bias. Moreover, the integrated likelihood estimator is

consistent for fixed T" and performs very well for p close to unit root.



7 Appendices

Appendix 1.
We assume normality of the error term, ;5 ~ N (O, 02) , to derive moment conditions.

Integrating the likelihood with respect to A gives:

i 1 1 __1 - —
eL ! (/070—2> = O—_T eLdf — O__Teb(p) /e 22_2 > s(Ys—ys—1p f)Qdf
= L Saemveae)? /e—ﬁg{ftzf(—ys—yslp)}df
g
o L bk S e+ E v 1)
o

This implies the following log of the integrated likelihood contribution for individual :

!

. 1-T T
L= 5 In(0?) + Z —ys—1p)* + 552 Ws = Ys 19)°,
s=1

where we suppressed the arguments of L»!. Differentiating with respect to p and o2 gives

Ly’ = Q{Z —Ys—1P)Ys—1 — T(Ys — Ys—1P)Ys—1}
1 1-7T 1 « T
il - ) .
Lg'2 - 02{ T 952 Z(ys —Ys—1p)” + E(ys —Ys—1P)"}-

s=1

i I il
We use 2L and 2l

ST ~7— as moment functions.

Appendix 2. Lemma 1

To be shown:

VNT(Barg, = po) —a N (0,1 = p?).

Proof:
We assume normality of the error term, ;5 ~ N (O, 02) , in order to derive the M L estimator.
The log-likelihood with known orthogonal fixed effects for individual 7, L, has the following

form:

T
i r 1 77 - U
L'=-3 In(o”) — 202 E_ (s — s,5-1p — Nie™"))? where §is = yis — Yio-



The asymptotic variance only depends on the first two moments. Without assuming normal-

ity, the asymptotic variance of ML estimator for orthogonal fixed effects has the following

form:

Asy.var (pyp) = [%ELPP} o [%E((LP) (L, )’)] [NlTEL,Jp]_l.

To derive Asy.var (py,r), we start differentiating L? with respect to p and o2, which gives:

. 1 B B _ B _
Ly = — > (Fis = Gia-17 = ie”"?)(Gis1 = At/ (p)e ™)
S
» T 1 . - _
o2 = T 992 + 204 Z(yis — is—1p — Aie b(’)))Q-
S
Given that ); is the orthogonal parametrization, using % f’ = —yo+ )\ib’(p)e_b(p) yields:

i 1 ofi
L, = -2 ;(yis — Yis—1p — [i) <yi,s—1 + 8,0) )

i —T 1 2
o2 = W + ﬁ ;(yzs —Yis—1pP — fz) -

Equalizing L,2 = 0 gives (TML = T Do ZS 1Wis — Yis—1p — f;)%. Considering the fact that

o2 is unknown, we replace it by 73 v in L:) . Thus,

> s Wis — Yis—1p — fi) (yz s—1+ afz)
g ﬁ Zz Zf:l(yis — Yi,s—1P — fz) .

We prove that afl = —FEY; ;1 when T" — oo:

23:1 (ps_lyio +(T—s+1)p " fi+eis-1 Z?;ll ,Oj_s)

Hin, Phoss = i .
T T _
= lim M+llm o (T—s+1)pf;
T—oo0 T T—o0 T
+1 ZS lEgzs 123 lp] s
T—o00o T
1 .. T o1
= lim 1_‘0%0 + Lf — lim Zs:l (8 _ 1) 14 fz
T—o0 T 1— p L T— 00 T
1
1 T—,Yi0
= 1—fz +0 (T_l) because L7 is O (T_l)
r -1
—1) p® :
and Zs:l (8 ),0 f is O (T 1)



Thus, Ey,; o 1 — ljiip and given that

T T
1 1
/ : s—1 s—1
Thm b(p) = Thm (— g (T —s)p° ) —Thm g p hm g sp

s=1 s—l
_ 1 1 1 1
 l—p ToT(1—p)? 1-p
Of; - = fi = —FEYy; 51, when T' — oo.

dp 1—p

Using €;s = Yis — Yi,s—1p — fi and the fact that %JZ = —FEY,; s_1, we have:

Li - Z €is(yis 1— Eyz,—)
P TZ Zs is

i T2uWieo1— Ey; )? N wor (XscisWis1— E; ) (322 cis (i1 — EF;, )
p = .

and differentiating Lﬁ, with respect to p gives

l 2
NT Zz Zs 6225 (ﬁ Zz Zs 5?3)
Taking expectations of Lpp7 we have:
7 —F Zs(yiﬁ*l - Egi,—)Q -1 2 Zs E(yi,sfl - Eyi,—)Q -1
Bl = = LO((VD)7) ¢ R +o ()7

— 3 By? T (E7;, 4)°
_ Zs yz,sfl + ( yz,sfl) L0 ((NT)il) L0 (Nil) 7

o2

: 1
and thus we derive WELPP as

1 1 1 - Ry
WELW:—WZZEyis_l+WZ(E@,S,1)2+O(N 772+ O (N7'T7).
% s %

We now consider (Lé) (Lé)/ :

LY (L1
( P) ( P) TZ Zs 2
ds gis(yi,s—l - E@z’,—)Q +2 Zj;és (eis) (€ij) (yz’,s—l - E@z’,—) (yz’,j—l - E@z’,—)

(ﬁ Zz Zs 8225)2

Given that Fe;s =0, Ee?s =02 and Eeiseij =0 for j # s, we have ((L;) (LZ)/) that is

(Z eis(yis I_Eyi,—))Q

> s Wis—1 — ET; )2+ 230, (is) (€i3) (Yis—1 — ET; ) (yii—1 — BY; )
2
(ﬁ Zz Zs 6225)

>R Wi 1—EY; )2 4+23 4 (5is) (i) (s 1—ET; ) (vij—1—EY; )
5 =
(ﬁ Zz Zs 6?5)

7

E(Ly) (L) = B

with F

11



5, Eyl, | — Z (E?z',sq)Q +5 (E?i,sﬂ)Q +0 ((NT)fl)
= ﬁ Dos Eyzz,sq - ,7_7; (Eyi,s—l)Q +0 ((NT)_l) .

Independence across individuals and EL, = 0 gives g7 E ((L,) (L,)") = 37E Y, (L) (Lf,)/,
so, we have

= (L) (L)) = w7

1
YN B - Y ) o (v,
s %

which gives
1

T (L) (L)) =~ 5= BLyy + O (N7'T7)

And thus the Asy.var (py,;) is given by:
~ 1 ! 11
Asy.var (pyr) = [_WELPP} + O(NT'TTh).

Now using the fact that Asy.var (pyr) = [—ﬁELpp]fl + O (N7'T™!) we can rewrite it

as:
, NoT -1
Asyvar (pyp) = NTo? Z ZE(yi7S_1 —FE (?i,))Q +0 (N*lTﬂ)
i s=1
1 ! —1p—1 o? - —1p—1

Asyvar (Pyg) = 1—p°+0 (N_lT_l) .

Thus, the asymptotic variance of the infeasible maximum likelihood estimator equals at the
limit. the Cramer-Rao lower bound (1 — p?) (see also Hahn and Kuersteiner (2002))
Q.E.D.
Appendix 3. Theorem 1
To be shown:
VNT (pr — pg) —a N(0,1 = p?).
Proof:
a) Determining the asymptotic variance of the integrated likelihood estimator.

Using Lg as a moment, yields the following asymptotic variance (see, for example, Newey

and McFadden (1994)).
-~ 1 ! 1 I I/ 1 1 !
Asyvar (5y) = | =BL | |7E ((£0) (L)) | |57 BLh| -

12



Using the result from the appendix 1 and equalizing L{r 2 (p,oQ) =0 gives

T
1 ————eeeeeeeeeee.
~92 9 9
- is — Yi,5— -T is — Yi,s— -
TTNT -1 > (Z(y Yi,s—1p) (Yis — Yirs—1p) >

% s=1

Considering the fact that o2 is unknown, we replace it by ﬁ% in Lz. This yields

> sWis = Yis—1P)Yis—1 — T (Yis — Yis—10)Tis—1
T .
N(Tl—l) Zz (Zs:l (yis - yi,sflp)Q - T(yzs - yi,sflp)Q)

oI _
Ly =V(p)+

USing €is = Yis — Yi,s—10 — fz gives
Zs (61'8 + fZ) Yis—1 — T (51'3 + fz) yl”_
= i (S i+ £ = T G ¥ 1))
ZS EislYi,s—1 — Eiyiy_
ety i (s Cin + £)° — T i T 1))

ol
Ly = V(p)+

= V() +

and differentiating L; with respect to p gives
— s yz'2,371 + Ty?,sq
~tm S (s (e + £ =T @+ 1))
ﬁ (Xseisyis—1 = TETi51) (X0 (s cisis—1 — TEG; )

(o> (5 o+ PTG F))

Liy = V() +

Taking expectations of Lﬁ,’g yields:
- Zs yi2,s—1 + T’yzz,s—l
—\2
N(%—l) > <Zs (cis+ fi)? =T (eis + i) )
Ny (s €isyis—1 — TEF 1) (30, (X €istis—1 — TEi;, )
o2
(N(C%—l) > (Zs (cis + f:)* = T (cis + 1) ))

1 T )
= V()= =EY yls + EF_+0 ((NT) 1)
S

ELYN = V(p)+E

+E

1yl
where NTELpp is

1 1 1 1 o
N7l = 70 = §pa” (Z ;yiﬂ) N P (;%—2> +O(NTIT?),

%

13



s=1
1 I
_ - . 2 s—2
= %%(T;(TS T s—l—s)p )
T T 1 T T
_ 2 2 S 2 s—2 1 )
= 2t i D o i T i D
T T
— 1 1 s—2 1 s—2 = -1
fim > (=)t fim D o g 01
s=2 s=2
1 1 1 1
= + — +0(T7Y) = +0 (T,
(1-p)?* 1=p 1-p ) (1-p)* )
S ELly = =40 (I"?) D23 e g B S Jro (v,
NT PP T(l—p)2 NTrr2 S
Now, considering ( ) (Lp ) , we have:
2

> s Eis(Yis—1 — E@i,f)
w1 (X, s+ )° = T i 1))
> s €is(Yis 1 — ET; )
w=y i (X i+ £° — T @+ 1))
>os€rWis—1 — EY; ) + 2305, (€is) (€ij) (Yis—1 — EY; ) (Yij—1 — EF; )
(i 5 (8 o+ 02 = 7 G 7)) |

@) @) = (Vs

= V(p)*+20(p)

. . !
Given that Fe;s = 0, Ea?s =02 and Eeiseij =0 for j # s, we have E <(L:,’I) <L;,’I) ) that
is
ZS 5is(yi,s—1 - E@,_)
2
N(T1_1) > (Zs (cis+ fi)* =T (gis + i) )
>os€is(Wis—1 — EY; _)? + 2375, (eis) (ei) (Yis—1 — EF; ) (Yij—1 — EF; )

E (L3N (L5D) = ¥(p)* + 2V (p)E

+E

(ﬁ > (Zs (eis+ fi)? =T (T‘I'L)Q))Q

But

> s€is(Wi,s—1—FEy; _) _1
E — —— =0+ O ((NT d
N(ql_1) i (25(61:s+f1:)2—T(6135+f1:)2) <( ) ) an

14



Ezsgzzs(yi,s—lf Yi,— )2_"—22 3(513)(513)(1113 1— )(y” 1— )
2
(N(T ] (ES(Eis‘i‘fz‘) - (Ezs"l_fz) ))

2 — 2 _
= 2 By 1~ % (i)’ + 2 (i)’ +0 (VD))
— ;5 . F yi,s 1 ;Tg (Eyzs 1) ((NT)fl) , 80, we have that :

. . T —
B (13" (L) =V +_22Ey” 1= o5 (Blien)”+0 (VD))

. . !/
Independence across individuals and ELFI, = 0 gives ﬁE ((Lﬁ) (LFI,)/) = ﬁE Do (L:,’I) (L;,’I) ,

so, we have that

p?, 1 ) 2 o
T T NT ;;Eyzs—l _W;(Eyi,sl) +O(N7'T?),

2
where ¥V (p) = % Z?:l(T — S)psfl; % (,0)2 — (% ZZ:1(T _ S)psfl) . and

2 T 2
. 2 : 1 S— S— S—
Jim ' (p)® = lim (52@—8),0 ) = lim_ (Zp ! —;sp 1)
T 2 . T 2
— Tll_rgo (;P81> _Tllnéofzps lzsps 1 + hm (T;SIOSl)
= ;ﬁo(:ﬁ*l) +0(T ).
(1—-p)
1 e
ﬁE(LI) (z3) =w+0( Y NTo QZZ Yis 1~ N(,QZ Bis-1) TO (N7'T77)

Thus, we get —E (LI) (LFI,)/ = —ﬁELgp that is O (T_l) . This means that, when T" — oo,
we can write:

e, = —Lp (W @) +o ).

therefore, the asymptotic variance of the integrated likelihood estimator is given by

- 1 - _
Asy.var (pr) = [—WELL,] +0 (T 1) :
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Asywar (p;) = NT(72 ;ZE Yis—1 — E (T; ))2 - T(1=p)?
—1
= |sVar (Yis—1) - ——— -
- [Bvetr ] s
C 2 -1
_ _mm(zﬂ—l)} +O(17)
Asywar (p;) = 1—p*4+0 (T_l) .

Thus, when T — oo, the asymptotic variance equals at the limit the Cramer-Rao lower

bound, (1 — ,02).
Q.E.D.

b) Integrated likelihood estimator is normally distributed

To prove normality of the integrated likelihood estimator we redefine Lf,’j as:

i, /
sz +_2 g it — yzt 1,

where g; = Tiyei 15” . If we define u;; = (644 — €;)¥i 1, then
“V)+ 3
If we define vy = &Tp) + ;1§Uit, then we check the conditions of the Lindberg-Levy Central

Limit Theorem (see Greene (2000)):

Evtzo

EU152<OO

Evwsyp < oo, for s #1.

To check the first condition we consider computing:

V() . 1
T

Evt = + —QEUt
a

Given that Euy = E(e; —&)yi_1, where y;_1 = p'lyg + 1

16

fz+pt %e

1+ --

- pet—2 +€t—1,



and Fe; = (0, we have that

Eut = E(&t—g)ytfl
=

_ _ 1—ptt _
= E(et —7) (pt 1?JO+TPIOfi+Pt 251+---p5t—2+5t—1>

1 _, 1=p! -
= p yoE(Ee—8) + TpfiE(Et —¥)

+E(e; —7) (0" a1+ ...+ per 2+ 1)

e1+...+ter—1t+e€ _

= B — = TT D) (0 e+ .+ per2 1)
2 2 t—1 2
s 021 p o?

= _— ... 1 = -————
7Tl =5 T, %

_ _a%(p)
and that Fu; = ——5~, we have
v Qb/
Bo, = 20 V) g

T o?T

If we compute Ev?, we have

’ 2
Evt2 = F <b () + %ut>

Y(p)\* V() 1 1,

Vip)\? . b(p) 1 1
_ < (p)> L9 (p)—QEut+—4Euf.
g g

T T

Given that € is O, (Tfé) , then for Eu? we have
Euf = FElle— E)yt,ﬂQ =F [(etyt,l — Eyt,1)2] = E(etyt,l)Q — QEE&th,l + EEQthfl

1— t—1 2
= E [etQ <Pt1y0 + ﬁfi +p" e+ pepa + €t1> +0 (Tﬁ%) +0 (T

_ 2
= Ee”[(p" w0

2 L—pt !’ t—2

) + <—pfz> + (P e+ ... pei—2 +€t—1)

L—p (-1 {—2

<?fz> +2(p" " yo) (0" %e1 + ... per—2 +E11)
1-— pt_1 1

+2 <—fz> (P %e1+...pet2+e1)]+ 0 (T‘E) +0(T7)

B 9 1— pt—l 2 B 1— pt—l
= 6w s (L) 20 ) ()

[ +0(173) +0 (17
= o <Pt_1y0 + 1_—'0tlfz’>2 +0 (Tfé) +0(T1).
p
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Given that Eu; < oo and Fu? < oo for |p| < 1 and T'— oo, we have that Fv} < co.

To check Evvgu; < 0o, for s # | we write

o+ (- 30) () ()
(5w goe) ((T2) v o)
— <b’§f) 3+<

V' (p)
Tot

1
> O_QE(ut+us + )

1
+ E (usuy + wpug + wwy) —l— —s Burusu.

We have that E (u; +us +uy) = —L;zb’(p), which is O (T™1), also we have

E (usu; + ugus +upwy) = E(es —)(e1 — E)Ys—1Y1—1
+E(et —%)(es — E)yt—1Ys—1 + E(er — &) (€1 —E)Ys—1y1-1
= O(T_%) +O(T_1) when t # s # [ and is
1 —ptf1 2 1
= o’ <pt_1y0—|—Tpfi> +O<T_§) —)—O(T_l) when t = s or [.

For Fujusu; we have

Euusuy = E(et —%)(es —8)(e1 — )yt 1Ys_1Y1-1
= Feeseyt 1Ys 1Yi-1 — Eetesyr 1Ys 1911 — E€eseiyt1Ys 1Y1-1
—EEeieiyi—1ys—1yi_1 + F&° (et +es+€1) Yr—1Ys—1Y1—-1 — E2%y 1ys a1
_1 1 _3
= o(r#)+o(r ) +o(1T7%).

Thus,

FEvyovy, = =2 <b/§f))>3 + I;((i) (O (T_%) + 0 (T_l))
+O( )+O( )+O( )
= O3 +0 (T—%) +0(r ") +0 (T‘%) +0(17?),
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when ¢ #£ s # [ and is

/ 3 ’ 1 2
Evvgyy = —2 <b¥))> + l;((fz (02 <pt1y0 + %f,) +0 (T*%) +0 (T1)>

+O (T—%) +O(T7")+0 (T—%)
= 0(1)+0 () +0 (17%) +0(17) +0 (17%) +0(17%),

when ¢t = s or [. Thus, we have that Evvsv < 00. for |p| < 1 and T' — oo.
The conditions of Central Limit Theorem are satisfied for each individual 7. In order to show
that the Integrated Likelihood Estimator is asymptotically Normal Distributed we need to
account for all individuals 7. Let

L'

VT
ELYT

where ¢; ~ N <O, _sza> , Bu; = 0 and Eu? = o(1), because we proved that

il i\’ i1
(5) () o5

2 <%> _ b il
VN VN VN

I
EL22
> NT

=g; + uy,

Thus we have that:

If we define & = 245 and u = Z\:/’Ji\;z, then & ~ N(O

2
E (u2) = % = 0(1) since we assumed independence across individuals.

) and E (u) = Z:‘/Tﬁu’ = 0 and

E

We proved that,

T T

LP ~N1{0 LPP

VNT " NT
and the result follows.

Q.E.D.
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9 Tables

Table 1 The Root Mean Squared Error (RMSE) of the integrated likelihood estimator

compared to estimators considered in Hahn, Hausman and Kuersteiner (2001)

(02 is unknown; 5000 data sets)

|| T || n || P || RMSE parar || RMSE ppco || RMSE prruvr || RMSE p; ||

5 | 100 | 0.10 | 0.08 0.08 0.082 0.056
10 | 100 | 0.10 | 0.05 0.05 0.045 0.035
5 | 500 | 0.10 | 0.04 0.04 0.036 0.025
10 | 500 | 0.10 | 0.02 0.02 0.020 0.016
5 | 100 | 0.30 | 0.10 0.10 0.099 0.061
10 | 100 | 0.30 | 0.05 0.05 0.050 0.036
5 | 500 | 0.30 | 0.04 0.04 0.044 0.027
10 | 500 | 0.30 | 0.02 0.02 0.023 0.016
5 | 100 | 0.50 | 0.13 0.13 0.130 0.067
10 | 100 | 0.50 | 0.06 0.06 0.058 0.037
5 | 500 | 0.50 | 0.06 0.06 0.057 0.031
10 | 500 | 0.50 | 0.03 0.03 0.026 0.016
5 | 100 | 0.80 | 0.32 0.34 0.327 0.089
10 | 100 | 0.80 | 0.14 0.11 0.109 0.045
5 | 500 | 0.80 | 0.13 0.13 0.127 0.036
10 | 500 | 0.80 | 0.05 0.04 0.044 0.018
5 | 100 | 0.90 | 0.55 0.78 0.604 0.099
10 | 100 | 0.90 | 0.25 0.23 0.229 0.057
5 5001 0.90 [ 0.28 0.30 0.277 0.038
10 | 500 | 0.90 | 0.10 0.08 0.080 0.023

For comparison, the simulation results of HHK are shown; pgrp, denotes the GM M
estimator of Arellano and Bover (1995), ppco the Bias Corrected estimator of HHK,
privr the LIML estimator, ppao denotes the Bias Corrected estimator of HH K, and p;

the integrated likelihood estimator.
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Table 2 Bias of the integrated likelihood estimator
compared to estimators considered in Hahn, Hausman and Kuersteiner (2001)

(02 is unknown; 5000 data sets)

T | n p %obias paaar | Sbias pgos | Yobias priyr | %obias pr
5 | 100 | 0.10 | —14.96 0.25 -3 2.66
10 | 100 | 0.10 | —14.06 —0.77 -1 0.45
5 | 500 [ 0.10 | —3.68 —0.77 -1 —0.20
10 | 500 | 0.10 | —=3.15 —0.16 -1 —0.74
5 | 100 [ 0.30 | —8.86 —0.47 -3 1.04
10 | 100 | 0.30 | —7.06 —0.66 -1 —-0.25
5 | 500 [ 0.30 | —2.03 —0.16 -1 —0.37
10 | 500 | 0.30 | —1.58 —-0.10 0 —0.14
5 | 100 | 0.50 | —10.05 —1.14 -3 0.38
10 | 100 | 0.50 | —6.76 —-0.93 -1 —-0.15
5 | 500 [ 0.50 [ —2.25 —0.15 -1 —0.29
10 | 500 | 0.50 | —1.53 —0.11 0 —0.19
5 | 100 | 0.80 | —27.65 —11.33 —15 0.80
10| 100 | 0.80 | —13.45 —4.55 -5 0.25
5 | 500 | 0.80 | —6.98 —-0.72 -3 —-0.12
10 | 500 | 0.80 | —3.48 —0.37 -1 —0.06
5 | 100 | 0.90 | —50.22 —42.10 —41 1.36
10 | 100 | 0.90 | —24.27 —15.82 —15 0.83
5 | 500 | 0.90 | —20.50 —6.23 —10 —0.07
10 | 500 | 0.90 | —8.74 —2.02 —2 —0.07

The fixed effects «; and the innovations €;; are assumed to have independent standard nor-
mal distributions. Initial observations ;o are assumed to be generated by the stationary
distribution N (13‘—;0, ﬁ) . As in table 1, pgpras denotes the GM M estimator of Arellano

and Bover (1995) , ppco the Bias Corrected estimator of HHK, prrar the LIML estimator,

Prco the Bias Corrected estimator of HH K, and p; the integrated likelihood estimator.
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Table 3 The performance of the integrated likelihood estimator
compared to the GMM and BCDML estimator considered by Hahn and Kuersteiner (2002)

(02 is unknown; 5000 data sets)

loln [|p | vias pouas || vias p || vias p; || RMSE pgaras | RMSE p || RMSE p; ||

5 | 100 ] 0.0 | —0.011 -0.039 | —0.0004 | 0.074 0.065 0.054
5 | 100 | 0.3 | —0.027 —0.069 | 0.003 0.099 0.089 0.061
5 | 100 ] 0.6 | —0.074 —0.115 | 0.002 0.160 0.129 0.070
5 | 100 ] 0.9 | —0.452 —0.178 | 0.012 0.552 0.187 0.099
5 2001 0.0 | —0.006 —0.041 | —=0.001 | 0.053 0.055 0.038
5 12001 0.3 | —-0.014 —0.071 | 0.001 0.070 0.081 0.042
5 2001 0.6 | —0.038 —0.116 | 0.003 0.111 0.124 0.048
5 200109 | -0.337 —0.178 | 0.006 0.443 0.183 0.067
10 | 100 | 0.0 | —0.011 —0.010 | —0.001 | 0.044 0.036 0.035
10 | 100 | 0.3 | —0.021 —0.019 | —0.0007 | 0.053 0.040 0.036
10 | 100 | 0.6 | —0.045 —0.038 | 0.001 0.075 0.051 0.037
10 | 100 { 0.9 | —0.218 —0.079 | 0.007 0.248 0.085 0.058
10 | 200 | 0.0 | —0.006 —0.011 | —0.0007 | 0.031 0.027 0.025
10| 200 | 0.3 | —0.011 —-0.019 | —=0.001 | 0.038 0.032 0.026
10| 200 | 0.6 | —0.025 —0.037 | —0.0001 | 0.051 0.045 0.027
10 | 200 | 0.9 | —0.152 —0.079 | 0.004 0.181 0.082 0.041
20 | 100 | 0.0 | —0.011 —0.003 | —0.000 | 0.029 0.024 0.023
20 | 100 | 0.3 | —0.017 —0.005 | 0.000 0.033 0.024 0.023
20 | 100 | 0.6 | —0.029 —0.011 | 0.000 0.042 0.024 0.022
20 1 100 | 0.9 | =0.100 —0.032 | 0.0005 0.109 0.037 0.026
201 200 | 0.0 | =0.006 —0.003 | —0.0002 | 0.020 0.017 0.017
201 200 | 0.3 | —0.009 —0.005 | —0.0002 | 0.022 0.017 0.017
201200 | 0.6 | —0.016 —0.010 | —0.0004 | 0.027 0.018 0.015
201 200 | 0.9 | —0.065 —0.031 | 0.0008 0.074 0.034 0.018

Panv denotes the GM M estimator of Arellano and Bover (1995) , /,6\ the Bias Corrected

estimator of HK, and p; the integrated likelihood estimator.

25



Table 4. The Performance of Integrated likelihood estimator for high values of p and T'=5

” N =100 ” || PLIMLA ” Pr2SLS.LD || PcuB.LD || Pr
p=0.75 | Actual mean % Bias 1.297 5.933 11.553 1.158
p=0.75 | Actual median % Bias | —3.087 | 1.381 7.470 0.475
p=0.75 | RMSE 0.181 0.176 0.213 0.084
p=0.80 | Actual mean % Bias —0.112 | 4.304 10.413 0.802
p=0.80 | Actual median % Bias | —5.725 | 1.457 8.651 —0.112
p=0.80 | RMSE 0.213 0.173 0.205 0.089
p=0.85 | Actual mean % Bias —3.899 [ 1.966 7.983 0.995
p =0.85 | Actual median % Bias | —10.117 | 0.065 7.558 —0.022
p=0.85 | RMSE 0.233 0.160 0.194 0.093
p=0.90 | Actual mean % Bias —9.757 | =0.771 6.138 1.363
p=0.90 | Actual median % Bias | —15.389 | —2.346 6.114 0.288
p=0.90 | RMSE 0.246 0.153 0.180 0.099
p=0.95 | Actual mean % Bias —15.203 | —3.367 3.124 1.455
p=0.95 | Actual median % Bias | —19.637 | —4.776 3.136 —0.045
p=0.95 | RMSE 0.252 0.149 0.165 0.111

Privr, denotes the LIML estimator, progrg p the ‘long difference’ 2SLS estimator of

HHK, poyp,rp the ‘long difference’ continuous updating estimator of HHK and p; the

integrated likelihood estimator.

26




Table 5 The performance of the integrated likelihood estimator
for p close to one and T' = {5,10}.

(02 is unknown; 5000 data sets)

T |n p RMSE;, | %bias pr
5 [ 1001 0.95 | 0.111 1.45

10 | 100 | 0.95 | 0.059 0.78

5 | 500 | 0.95 [ 0.042 —0.05

10 | 500 | 0.95 | 0.026 0.02

5 | 100 | 0.99 [ 0.118 1.69

10 | 100 | 0.99 | 0.058 0.44

5 [ 500 | 0.99 | 0.044 0.15

10 | 500 | 0.99 | 0.028 0.22
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