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Summary

In this paper we establish a full information maximum likelod approach to esti-
mating the sample selection model with endogenous coearidi/e also provide a test
for exogeneity which indicates whether endogeneity is ab famatter or not. In contrast
to other methods proposed in the literature which deal wathge selection and endo-
geneity, our approach is computationally simple and prewiexact asymptotic standard
errors derived from common maximum likelihood theory. A M®arlo study and an
empirical example are presented which indicate that nadating for endogeneity in

sample selection models may lead to severely biased pagapmimates.

1] would like to thank Olaf Hiibler, Patrick Puhani and my ealjues at the Institute for Labor Eco-
nomics for helpful discussion and comments.



1. Introduction

The purpose of this paper is to establish a full informati@xmmum likelihood (FIML)
approach to estimating the sample selection model with gewtous covariates. Addi-
tionally, a test for exogeneity is provided which indicatgdsether endogeneity is in fact
a matter or not.

Pioneered by Heckman (1979), the sample selection model kalown as Heckman
model or Type Il Tobit model (Amemiya, 1985), has been usetisiate-of-the-art model
for correcting ordinary least squares estimates for a pialeselection bias. A leading
example is given by wage regressions for women, where ontynarandom part of the
entire population of women is working and, thus, includedha sample. As it is well
known, not accounting for the non-randomness of the samplieces biased parameter
estimates. The most commonly employed methods to estithase tmodels are Heck-
man’s two-step approach and maximum likelihdoBoth approaches involve the primary
regression equation (the equation of interest) and a saeetjuation of the Probit type
which controls for the sample selection mechanism.

However, in most studies using the sample selection modeirizies are treated as
exogenous. In the cross section case, few attempts haventsan to account for pos-
sibly endogenous covariates. Exceptions are WooldridgéQ2ch. 19) and Chib et
al. (2009). Wooldridge (2010) essentially proposed a ttegis least squares approach,
where fitted values from a first stage regression of the endagecovariate(s) on instru-
mental variables are inserted into the primary regressguraton (which includes the
inverse Mill’s ratio term). Semykina and Wooldridge (201@ed the same methodology
when considering panel data models incorporating the samebus presence of endo-
geneity and sample selection. Further estimators for pgamaple selection models with
endogeneity have been proposed by Vella and Verbeek (19@9pas, Newey and Vella

(2003). While Vella and Verbeek (1999) considered condalonoment and conditional

2See Vella (1998) for an account of various methods to estimaidels with sample selection bias.
Puhani (2000) discusses the usefulness of the two-stepagipr



maximum likelihood estimation, Das, Newey and Vella (2083)gested nonparametric
estimators. Back in the cross section setting, Chib et 8092employed a full informa-
tion maximum likelihood framework in a Bayesian setup, véhestimation involves use
of the Gibbs sampler.

In this paper, we will focus on the cross section case. The mdvantage of Wool-
dridge’s (2010) two stage least squares estimator is giyets lsomputational simplicity.
A drawback, however, is that due to the inclusion of the (eated) inverse Mills ratio
term the standard errors have to be adjusted, e.g. by apdbgatstrapping techniques.
As usual in Bayesian estimation, the estimator proposedtblg €& al. (2009) requires
the incorporation of prior information and may, thus, be enappropriate in finite sam-
ples. Yet the disadvantage of this class of estimators tdhlest are computationally very
demanding.

A common drawback of the approaches by Wooldridge (2010)Ginbd et al. (2009)
is that both fail to account for endogeneity in the selectiqnation as well. This may be a
serious problem since in many applications of the sampkxteh model, most explana-
tory variables are included into the primary equationl into the selection equation. The
importance of accounting for endogeneity in both equatisitisbe further investigated
in this paper by a series of Monte Carlo simulations.

Our proposed estimation framework generalizes the cras®aapproaches of Wool-
dridge (2010) and Chib et al. (2009) by accounting for endedsg not only in the pri-
mary equation but in the selection equation as well. Funtioee, since we employ a
full information maximum likelihood framework, our estinoa is asymptotically effi-
cient (provided that the distributional assumptions ameem) and we do not have to ad-
just standard errors (e.g., by bootstrapping techniquisk distinguishes our approach
from Wooldridge (2010). Finally, our approach is less cotapianally demanding than
that of Chib et al. (2009).

The estimation framework established in this paper is ingpigit of the estima-

tors for the Tobit model with endogenous covariates as gem/by Smith and Blundell



(1986) and the Probit model with endogenous covariatessssdad by Rivers and Vuong
(1988); see also Newey (1987). The proposed test for exdtgaaen line with Smith
and Blundell (1986) and Rivers and Vuong (1988).

Besides developing the estimator and proposing some ttsdgeneity and for the
absence of sample selection bias, we also provide Monte @saitlence on the conse-
guences of (falsely) assuming exogeneity of covariateswwinefact, these are endoge-
nous. The Monte Carlo simulations indicate that the bias beagubstantial.

We further provide an empirical application to the estimatbf a wage equation for
married women. This is the classical example for samplegetebias, and has also been
investigated by Chib et al. (2009) and Wooldridge (2010Yhia example, we conjecture
that the variable education may be endogenous, since it maffécted by unobserved
variables such as ability, which itself affects the wage tedorobability of labor market
participation.

The paper is structured as follows. In section 2, the sangdé&eson model with en-
dogenous covariates is developed. Section 3 establishdslthnformation maximum
likelihood estimation framework. In section 4, tests foog&neity and for the absence
of sample selection bias are proposed. Section 5 contan®egults of the Monte Carlo
simulations designed to indicate the bias of not accouritingndogeneity. Section 6 con-
tains the empirical application to the estimation of a wageagion for married women.

Finally, section 7 gives conclusions.



2. The Sample Selection Model with Endogenous Covariates

The model is given by

Vi =XiBi+Xafe+Cifs+u =XB+ui (2.1)
Z =W +Waiye +Ciys+Vi =Wy+y (2.2)
Xoi = [Xai,Waild + Zailo + &1 = ZyiA+ &y (2.3)
Woi = X, WailA1+ ZaiNo + &2 = ZoiN+ &5 (2.4)
G =[Xui,WailY1+Z5Yo+e3 =Z5Y+ey (2.5)
z=4Z>0) (2.6)
Yi=Yil(z=1) (2.7)

=1 n.

The first equation is the primary equation (equation of ig&;, where the latent depen-
dent variabley; is related to g1 x K1 )-vector of exogenous explanatory variablésg, to
a(1x Kz)-vector of endogenous explanatory variables only includéke primary equa-
tion but not in the selection equatioxy;, and to a1 x P)-vector of endogenous explana-
tory variables included in the primary and the selectioregign,C;. The second equation
is the selection equation, where the latent variaples related to &1 x L1)-vector of
exogenous explanatory variablé#;, to a (1 x Ly)-vector of endogenous explanatory
variables\W,; only included in the selection equation but not in the priyreguation, and
to G. In equations (2.3) to (2.5) it is assumed that the endogeerplanatory variables
can be explained by @ x Mj)-vector, a(1 x My)-vector and d1 x Mz)-vector of instru-
mental variables/y;, Zo; andZs;, respectively. Equation (2.6) expresses that only the sign
of Z' is observable. Finally, equation (2.7) comprises the $eleenechanism, i.e. the

latent variabley; is only observed if the selection indicatgris equal to one. Equations



(2.1), (2.2), (2.6), and (2.7) build up the framework of theple selection model without
endogeneity as presented in many textbooks (e.g., DaviasdmMacKinnon, 1993, pp.
542-543). The additional feature in equations (2.3) to)(& 5hat some of the covariates
(X2, W, andC) in the primary and the selection equation are endogenaus;orrelated
with the error termsl andv. We assume that for each of these endogenous variables there
exist instrumental variables,, Z, andZz which are not correlated with any error term in
the model. For proper identification, the selection equassupposed to contain at least
one explanatory variable which is not included in the priyrequation.

To complete the model, it is assumed that the vector of eerons(u;, Vi, €1, €5, €5 )’

is distributed according to

Ui

Vi 02  pouoy o

e | ~ND |0, |\ poys, o2 , (2.8)
& Q(3x2) 2(3%J)

€5

where NID denotes “normally and independently distriblitedd= K, + L, + P, and the
distribution should be interpreted as conditional on abbgenous variables (the condi-
tioning has been omitted for the ease of notation). The ¢avee matrix of the error
terms consists of four parts. The upper left part is the damae matrix attributed to the
error terms of the primary and selection equation, resgalgtiwherec? and g2 denote
the variances af andv, andp denotes the correlation coefficient. If there was no concern
about endogeneity, inference would be based solely on #niopthe covariance matrix,
as it is common in the standard sample selection model. Henvéve (potential) pres-
ence of endogeneity is indicated by thex 2)-matrix Q, which captures the influence
of unobserved factors which jointly affect the dependemiatdes in equation (2.1) and
(2.2) and the endogenous explanatory variables. Note ttigeneity is absent if and

only if Q is equal to the null matrix. Finally, the error terms atttdalito the endogenous



explanatory variables have covariance malriwhose dimension i€J x J).
Note that it is assumed that the distribution of the endogsmovariates can be rea-

sonably approximated by a normal distribution, which favoontinuous regressors and

excludes binary regressors.

3. Full Information Maximum Likelihood Estimation

First, note that the conditional distribution @f;, vi)’ given (&, €2, €3) is given by

Ui !
E1i, €2i, €3 ~ NID <Q’Z_1 [sli,ez,egi} ,B) (3.1)
Vi
where
2
o fofte;
g=| 2 PN _gs1g, (3.2)
po,oy G2
Define
Yuu Y2 Y3
LIJ = (1><K2) (1><L2) (1><P) = le—l (3.3)
Y1 Y22 Yh3
(I1xK2) (1xLz) (1xP) (2xJ)
% po 02  poyoy -
M= = —Q'27Q, (3.4)
po 1 poyoy G2

where the lower right element df has been set equal to unity due to normalization

Therefore, equation (3.1) can be recast as

U Y1167 + Y12y + Y13y
£1i, €2, &3 ~ NID o ;
Vi Wo1€5; + Yooy + Yozel; pc 1



which resembles the (unconditional) joint error distribotof the sample selection model
without endogeneity (except for the non-zero means).

Then, the likelihood function can be written as the proddiet@onditional distribution
which resembles the (unconditional) likelihood functidntloe sample selection model
without endogeneity and the joint distribution of the erterms €1, &2, €3). Thus, the

log-likelihood function is given by

1(6) = zobg{q’(—WlV— o181 — Yooks — Yaz€s) }
zZ=
+> log{G (671 (yi — XiB — Yn1€%; — Ynogs — Ynsey))}
z=1
+ ) log{®((1- B%) Y2 WMy + Wor€l; + Wooth + Uhzel
z=1

~

n pﬁ_l(Yi —XiB— L.Ullsii — L,Ulzséi - w13£éi>])}

n 10 B !
—§|09|Z\—§i; {Eli i 53i]z 1{51i £i 53i] ; (3.6)

whereb = (B',y,p,0,veq W), vechZ) ,vedA) ,veq ) vedY)'),

&1 = Xo — Zyi> (3.7)
& = Whi — Z5i\ (3.8)
& =Ci—Z3Y, (3.9)

®(-) denotes the standard normal cumulative distribution foncndg(-) the standard
normal probability density function.
The FIML estimator of the sample selection model with endhages covariates is thus

given by

A

6 = arg ngaxl (). (3.10)

3The approach undertaken here to accommodate the endggenmaditem has been called “control func-
tion approach”in the literature (see, e.g., Wooldridgd,@(pp. 126-29).



4. Testing for Exogeneity and the Absence of Sample Seleati®ias

Both the presence of exogeneity as well as the absence olesagipction bias can
be tested relatively straightforwardly using Wald tests: iRstance, if the null hypothesis
claims that there is no endogeneity at all (tfanatrix is the null matrix), the test statistic

will be given by

Wy = veq ) (Asy.Covved W)]) "ved W) ~ x3(2J), (4.1)

where Asy.Cofveq )] denotes the asymptotic covariance matrix of(¥c Under suit-
able regularity conditions (for instance, cf. Amemiya, 298p. 120-127), this asymptotic

covariance can be obtained by using the fact that

V(6 —6p) — N (0,—s 1), (4.2)

2
whereZ = n—1E <%(|95993,)) and6 is the true value of the parameter vector.
In a similar fashion it is possible to test significance ofigrelements of th&-matrix
as well as joint significance of some elements.

The Wald statistic for testing for the absence of samplectelebias p = 0) is given

by

=2
o)

. _ 2
P Asy.var(p) X1, (43)

which can be replaced by a simple significance tespfoifhe reason for employing
instead ofp to test for the absence of sample selection bias is motiatdtie consid-
eration thaip measures sample selectiafter controlling for endogeneity. Thug, only
contains the part of the correlation betwaeandv which isnot due to the endogeneity

of some covariates.

4This can also be deduced from the likelihood function (3.6).p = 0, then consistent parameter
estimation can be done by maximizing the likelihood functdboth the primary equation and the selection
equation separately, after the endogeneity correctioms baen included into these equations. However,



5. Monte Carlo Results

In order to gauge the bias which occurs if one does not acdousindogeneity, we
conducted some Monte Carlo simulations whose results asepted in table 1.

The first column of table 1 contains the specification. Weirdistish between four
benchmark cases. In the first case, endogeneity is onlymgreséhe primary equation.

In particular, it is assumed that

yi* =.2 +4X; +.9X%5 +Uj
z =1 +.7W; +Vi
Xoi =.5 415Xy —2Wy +.7Zy +é&
and
1
Cov{(ui,vi,e1)]=1.9 1
5 4 2

Note that we have assumed a relatively high correlation éetwthe primary and the
selection equation. Hence, we focus our attention on sitagtvhere sample selection
bias is indeed a problem.

In the second case, endogeneity is only present in the selesjuation:

yi* =.2 —|—.4X1i —+Uj
z =1 +7X5 +.3Wy +Vi
Wo, =5 +1.5Xj +.72Zy &

unless the matrix has a special structure, this approach will be inefficiemfaneral.

10



and

1
Cov[(u,vi,&)]=1.9 1

5 4 2

In the third case, there is one common variable in both egagtvhich is endogenous:

yi =.2 +.4Xg +.9G +Uij
z =1 +.7Wy;  +.3G +Vi
C =.5 +15X5; —.2W; +.723 &g
and
1

Cov[(ui,vi,&3) =19 1

S5 4 2

Finally, in the fourth case it is assumed that both equatioalside an endogenous

variable which is exclusive for each equation:

y' =2 +4Xi +.9Xy +Uj
z =1 47X +.3Wy +Vi
Xoi =.5 +1.5Xj +.7 Z3; +-&1
Woi =-—-2 +1.8Xj +.6Z5 +&
and
1
Covi(ui, Vi, &1, €2)'] = 0
S5 4 2
4 5 1 2

11



Throughout Xy, Z1i, Zoj andZg;, i = 1,...,n, are scalars which have been simulated
from a standard normal distribution. For each of the fouesathese random numbers
have been drawn once and kept fixed during simulation. Ir,tetech simulation en-
compasses 1000 repetitions in which parameter estimatesheen computed. Table 1
presents the mean of these estimates over the repetitiomg, with the corresponding
standard deviations.

In order to gauge the finite-sample performance of the esbineatlined in section 3,
table 1 contains simulation results for different samptesi For each sample size, table
1 displays the results for the FIML estimator presented atige 3 (“IV”) and contrasts
these results with those obtained when using the ordinaima®r for the sample selec-
tion model which does not account for endogeneity (“non}I\fo save space, only the
estimates for the parameters of the primary equation aedts&ah equation are presented.

In specification (i) where there is only one endogenous kkiacluded in the pri-
mary equation, the IV estimator performs well with respeche estimates of the primary
equation, even fon = 100. However, the estimates for the selection equation@nard
biased in finite samples; this property is common in all dpEations (i)-(iv). In spec-
ification (ii) where there is only one endogenous variabléhim selection equation, the
estimator for the primary equation does well for- 200. This is also true for specifi-
cation (iii) with a common endogenous variable in both eguat When each equation
contains an exclusive endogenous variable (specificaitipyy good results are obtained
for n > 500.

On the contrary, in most cases the non-1V estimator yieldsredy biased estimates
of the parameters of the primary equation among all spetidits. For instance, for a
sample size of = 1000 the bias ranges from 13 to 248.1 percent. However, theass
of the selection equation are sometimes relatively clogleeio true values (specifications
(i) and (iii)). This notwithstanding, note especially thia¢ estimates of the parameters of
the main equation are severely biased even if endogenatyygresent in the selection

equation (specification (ii)). This result, which is duehie honlinearity of the underlying

12



model, has not gained much attention in the literature yet.

Overall, the results show that the FIML-1V estimator fronctéen 3 outperforms the
ordinary estimator for the sample selection model, espigaidth respect to the param-
eters in the primary equation and in case of large sampla.sikéoreover, the results
indicate that the bias in the parameter estimates may beasuias if one does not ac-

count for endogeneity.

6. Empirical Application

In the following, we employ the labor supply data used by Mii287) as well as data
from the German Socio-Economic Panel (GSOEP) of 2008 totgieeexamples where
the methods developed in this paper can be applied.

For both data sets, we estimated a wage equation for maroetew. However, as
a wage equation can only be fitted to the subsample of womenandactually work-
ing, a simple regression with the women’s wage as the depéndeiable may yield
inconsistent parameter estimates due to the possibilisaofple selection. Hence, the
appropriate model to estimate the wage equation should ampls selection model. A
variable which is commonly included as an explanatory \éeias education. However,
there might be some background variables like ability whiehnot be observed and,
thus, are captured within the error terms. These variablkedikely to affect not only
wages and labor force participation, but education as Wélkrefore a priori education
should not be regarded as exogenous. The consequenceseady tabating an endoge-
nous variable like education as exogenous have been dtestin the preceding section;
hence, estimates from the ordinary sample selection modgla severely biased.

We estimated the following model: The primary equation aord the natural loga-
rithm of the hourly wage as its dependent variable; exptagatariables are experience,
experience squared and education. The selection equattudes experience, experi-
ence squared, non-wife income, age, number of children agadb years of age in the

household, number of children aged 6 years or older in thesdtoald and education.
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Since education is treated as endogenous, instrumentables are needed for estima-
tion. Following Wooldridge (2010), we chose mother’s edigg father’s education and
husband’s education as instrumental variables for edutatveans and standard devia-
tions of these variables are presented in table 2.

Results for the data of Mroz are shown in table 3, while tabfgetents the results
for the GSOEP data. In both tables, estimation results ®iotkdinary sample selection
model (“non-IV") and the sample selection model with endugty (“IV”) are given. The
first part of these tables contains the parameter estimatelsd variables of the primary
equation, as well as estimates of the selection paranpeterd the endogeneity param-
eter 1. This last parameter indicates whether endogeneity ofaoucis relevant in
the primary equation. The second part presents the paraestimates for the selec-
tion equation. Additionally included is the endogeneitygmaeterys,1, which indicates
whether endogeneity of education is relevant in the sele@guation. Finally, the third
part includes the parameter estimates of the exogenowsblesiand instrumental vari-
ables with respect to education. In analogy with the insemtal variables terminology,
this part has been labeled “first stage”.

First, consider table 3. The results show significance otation in the primary
and the selection equation. Moreover, the instrumentahbkes for education employed
in the “first stage” are highly significant. The remainingiahies possess the expected
signs. However, the estimates@f 1, andy,1 are not significantly different from zero,
indicating that there is neither a selection bias nor an gedeity bias presefit.These
results are in line with those obtained by Wooldridge (2010) this case, therefore,
applying OLS to the wage equation would be sufficient.

We now turn to the results for the GSOEP data (table 4). Indk@émnple, there is
indeed evidence for sample selection bias. In both the IM3rand “IV” setting, the
estimate ofp is substantial in absolute value and highly significant. &bwer, after en-

dogeneity in the education variable has been controlledtier coefficient of education

SFor the appropriateness of these instrumental varialflethecdiscussion in Card (1999), pp. 1822-26.
61n addition, joint significance ofy1; and (s, is rejected as well (p-value of 0.1907).
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in the primary equation changes from 0.069 to 0.1051. In éiection equation, the co-
efficient of education becomes insignificant. In this case gndogeneity parameteps;
andyr; are highly significant, thus providing evidence for the egeteity of education.
To summarize, the estimation results for the GSOEP datdgzow the importance
of controlling not only for sample selection bias but for #redogeneity of covariates as
well. In this example, the returns to education would havenbeeverely underestimated
if one did only control for sample selection bias but not fodegeneity, thus confirming

the results of section 5.

7. Conclusion

In this paper we have developed a full information maximukellhood estimation
framework for the sample selection model with endogenowsirtates. Moreover, we
have established straightforward tests for exogeneitytlamadbsence of sample selection
bias.

Drawbacks of this estimation framework are that it crugiaképends on the normal-
ity assumption and that it, therefore, does not encompassybendogenous covariates.
However, modifications of normality would complicate theusture of the likelihood
function and thus take away some simplicity of the approautettaken here, so these
issues have been ignored.

The main benefits of the framework are its simplicity and ggraptotic efficiency,
provided the distributional assumptions are satisfied. édoer, in contrast to two stage
least squares approaches, no standard error adjustmecEssary.

As the Monte Carlo results of section 5 and the empirical etamfrom section 6
have shown, falsely ignoring endogeneity of covariateame selection models leads
to severely biased parameter estimates. This underligesdbessity to employ appro-
priate econometric models to account for these issues. papsr is an attempt to do

SO.
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Table 1: Monte Carlo Results

Spec. Param. n=100 n= 200 n=500 n= 1000
v non-1Vv v non-1V v non-1Vv v non-1v
Br=.2 .2397 1409 .2031 .0934 .2028 .1168 .2014 .0988
(.1500 (1498  (.0968 (0887  (.0556 (.0529 (.0416) (.0381)
Bo=.4 .4019 —.0191 .3947 .0396 .4023 .0338 .3988 .0379
(2439  (.1539 (.1532 (0983  (.0945 (.0664) (.0621) (.0413
0] Bz=.9 .8991 11570 .9020 11412 .8978 11415 .9007 1.1404
(.1396) (.0781) (0933  (.0525 (0567  (.0347) (.0381)  (.0220
yu=1 11316 10201 1.1043 1.0101 1.1016 1.0086 1.0995 1.0087
(.2492 (11993  (.1467) (.1270 (.0867) (0758  (.0625 (.0553
Yo=. .8567 .7483 .7895 7067 7724 6744 7688 .6707
(.2445 (2169  (.1337) (1264  (.0815 (.0795 (.0574 (.0564)
Br=. .3068 6661 .2234 6784 2000 .6719 .2001 .6962
(.2070 (2250  (.1203 (1531  (.0597) (11178 (.0395 (.0642)
Bo=.4 .3082 .0520 .3818 .0181 .4009 .0340 .4000 .0128
(.1726 (11892  (.1170 (1426 (.0561) (.1012 (.0411) (.0584)
(i) =1 11567 9346 1.1254 .8766 1.1021 .8544 1.0967 .8541
(.2989 (2554  (.1853 (11623  (.1085 (1093  (.0743 (.0690
Yo=. .8226 2775 7896 2177 7743 .2391 7708 .2292
(.5229 (3628  (.3142 (2517  (.1624) (.1646) (11143 (.0994)
V3=. .3685 .6418 .3451 6291 3316 5854 3250 .5851
(.3325 (2152  (.1895 (11403  (.0897) (.0826) (.0672 (.0513
BL=. .2681 A575  .2113  .0981 .2010 .0825 2005 .0863
(.1695 (1742 (.0987) (1015  (.0588 (.0570) (.0431) (.0392
B=.4 .3874 .0147 .4091 .0145 .4007 .0327 .4012 .0348
(.2270 (1553  (.1554) (1031  (.0963 (.0631) (.0635 (.0440
(i) pBz3=.9 .8858 11484 8893 1.1739 .8992 11724 .8977 1.1664
(.1339 (.0829 (0957  (.0588 (0592  (.0346 (0403  (.0238
yai=1 11446 10109 1.1222 .9984 11044 .9923 1.0987 .9819
(.2707) (2044  (.1637) (11346 (.0969 (.0861)  (.0630 (.0561)
yo=.7 .8557 .7658 .8053 .7422 7760 .7292 7711 .7180
(.2600 (2334  (.1556 (1520  (.0877) (.0872 (.0582) (.0576)
y3=.3 .3569 4696 .3380 4160 3324 4256 .3286 .4216
(.1622 (11385  (.0834) (.0756  (.0501) (.0455 (.0349 (.0313
Br=.2 .4320 3423 .2554 2899 1995 2248 .1988 .2260
(.3394 (2752  (.2044) (11967  (.0835 (.0876) (.0601) (.0649
Bo=.4 2738 .0267 .3687 .0735 .4053 .1103 .3994 .1036
(.3803 (2147 (2173 (1532 (1219 (.0819 (.0818 (.0603
(iv) p[B3=.9 .8887 10489 .8965 1.0462 .8983 1.0516 .9010 1.0514
(.1856) (.0747) (.1063 (.0480 (.0651)  (.0304 (0429  (.0209
yi=1 12063 15246 1.1415 15172 1.0920 14562 1.0882 1.4517
(.5953 (.39179  (.4180 (.2665 (.2316) (11525  (.1597) (1111
yo=.7 .8397 4488 7793 4218 7665 .4216 .7599 4254
(5378 (2963  (.3654) (11890  (.2137) (.1099 (.1391) (.0805
y3=.3 .3724 5504 .3450 5326 .3281 5056 .3278 5041
(.2849 (1572  (.1935 (1060  (.1062) (.0604) (.0719 (.0426)
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Table 2: Descriptive Statistics

Mroz GSOEP 2008

Variable Mean Std.dev. Mean Std.dev.
log wage 41777 3.3103 2.1304 0.4775
exper 10.6308 8.0691 17.1184 8.6946
educ 12.2869 2.2802 12.8439 2.6118
nwifeinc 20.1290 11.6348 33.9573 20.6718
age 425379 8.0726 43.8712 7.4560
kidslt6 0.2377 0.5240 0.2142 0.5043
kidsge6 1.3533 1.3199 0.5847 0.8524
motheduc 9.2510 3.3675 9.4564 0.9952
fatheduc 8.8088 3.5723 9.7009 1.3346
huseduc 12.4914 3.0208 13.0674 2.8157
Sample size 753 2143
No. of obs. with wage 0 428 1561
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Table 3: Estimation of a Wage Equation for Married Women - #ro

non-1v v
Primary Equation
const —0.5527+* (0.2604  —0.2786 (0.3139
exper 00428 (0.0149 0.0449** (0.015)
expersq —0.00008*  (0.0004 —0.0009* (0.0004)
educ 01084 (0.0149 0.0849** (0.0218
P 0.0141 (0.149) 0.0248 (0.1492
Y11 0.0413 (0.0290
Selection Equation
const 02664 (0.5090 0.6084 (0.6522
exper 01233** (0.0187) 0.1261** (0.0191
expersq —0.0019* (0.0006 —0.0019* (0.0006)
nwifeinc  —0.0121* (0.0049 —0.0105 (0.0053
age —0.0528** (0.0085  —0.0543** (0.0087
KidsIt6 —0.8674** (0.1187  —0.8620** (0.1190
kidsge6 00359 (0.043H 0.0316 (0.0438
educ 01313** (0.0254 0.1046* (0.0406)
o1 0.0425 (0.0502
“First Stage”
const 53947  (0.5826)
exper 00577 (0.0219
expersq —0.0008 (0.0007)
nwifeinc 00147 (0.0058
age —0.0051 (0.0098
Kidslt6 01269 (0.1298
kidsge6 —0.0700 (0.0511
motheduc QL307** (0.0224)
fatheduc 00951+ (0.0212
huseduc B489**  (0.0233

* ** and *** indicate significance at 1%, 5% and 10%, respeely. Standard errors in parentheses.
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Table 4: Estimation of a Wage Equation for Married Women - GBQ008

non-1Vv

A\

Primary Equation

const 13279** (0.1066) 0.8969** (0.1212
exper —0.0048 (0.0069 —0.0083 (0.0067)
expersq 002 (0.0002 0.0003 (0.0002
educ 00690** (0.0046 0.1051+** (0.007H
P —0.6512** (0.0710 —0.6890** (0.0578
Y11 —0.0598** (0.0099
Selection Equation
const 04917 (0.3240 1.3767* (0.3844)
exper 01728** (0.0160 0.1714** (0.0161
expersq —0.0019** (0.0004  —0.0019* (0.0004)
nwifeinc 00127+ (0.0017 0.0156** (0.0019
age —0.0834** (0.0074  —0.0802** (0.0073
kidslt6 —0.5693** (0.0827) —0.5040** (0.0810
kidsge6 00193 (0.0380 0.0222 (0.0377)
educ 01032+ (0.0145 0.0183 (0.0261)
Yo 0.1259** (0.0315
“First Stage”
const 11016 (0.5962
exper 00264 (0.0203
expersq —0.0011* (0.0005
nwifeinc 0.0002+* (0.0000
age 00037 (0.0087
kidslt6 0.3709** (0.1041
kidsge6 —0.1051* (0.0546
motheduc ®870** (0.0531)
fatheduc B442+* (0.0399
huseduc B664** (0.0179

* ** and *** indicate significance at 1%, 5% and 10%, respeely. Standard errors in parentheses.
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