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The Green Game Changer: An Empirical Assessment of
the Effects of Wind and Solar Power on the Merit Order

Veit Böckers∗ Leonie Giessing† Jürgen Rösch‡
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Abstract

We estimate the impact of renewable energy sources on the merit
order and the wholesale price in Spain. We use a structural vector-
autoregressive model for the merit order of production and argue that
wind and solar production are exogenous to the system. As expected the
overall effect is negative for the wholesale price and the produced quan-
tities of most generation technologies. The estimated impact, however,
is biggest for mid-merit plants. This finding sheds light on the theoreti-
cal discussion about which power plants are affected most by renewable
energy sources. The effect is also mainly driven by wind power. Solar
energy increases wholesale prices as peak plants enlarge their production
with more solar power.
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1 Introduction

European power markets are in transition towards a system based on low carbon
generation. Before the introduction of renewable energy sources (RES), the
generation mix of most countries consisted mainly of plants using coal, gas,
oil, hydro or uranium as primary source of energy. All of which are able to
deliver power at a stable and reliable rate. The increasing public awareness
on ecological issues, particularly the reduction of CO2 emissions, forces power
production to become greener and more sustainable. Regulatory measures have
been introduced to influence the choice of the primary energy resource.

Two types of policies set the stage for this more eco-friendly approach in the
European electricity sector. The first is the introduction of a tradeable emission
certificate system to internalize the cost of pollution, the EU Emissions Trad-
ing System (EU-ETS). Secondly, public support-schemes for power generation
based on renewable resources have been devised to incentivize the investment in
more ecological power production technologies. The European Union support
framework sets the goal that at least 20% of the final electricity consumption
has to be covered by renewable energy resources by 2020. This analysis focuses
on effects of RES generation promoted by out-of-market support schemes on
market-based power generation.

Wind and solar radiation are the most prominent renewable energy sources.
Along with regulated financial support, power production based on RES usu-
ally also benefits from prioritized feed-in, guaranteeing a permanent and secure
revenue stream for each produced unit.1. This is, operators of wind and solar
power plants produce and sell power to the market whenever the wind blows or
the sun shines. Even if prioritization were abandoned, near-zero marginal costs
would still leave RES generation to be first feed-in, as all other technologies
have at least the input costs to bear. Power production from renewables can be
considered as an exogenous supply shock to the physical and commercial power
system. The power market only has to cover the residual demand which is not
already served by RES generation.

As a consequence, conventional power plants have to incorporate the (expected)
production of renewables into their production decision. This may have a fun-
damental impact on the market design and security of supply because it leads
to a one-sided competitive relationship between conventional and RES power
plants. Both types serve electricity demand but only RES generation creates
competitive pressure on conventional power plants, but not vice versa.

The effect of intermittent RES generation on conventional production and on
the wholesale price of electricity is called the merit-order effect. The merit order
of production ranks the available power plants in ascending order according to
their marginal costs of production. The plants with the lowest marginal costs
deliver power most of the time and are dispatched first. The higher the demand

1Network operators can deny feed-in only for system reliability concerns.
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rises, the more expensive plants are utilized. Power price corresponds to the
marginal costs of the last power plant that is still needed to cover demand.
Power from renewable energy sources with prioritized feed-in and zero marginal
costs will always be first to cover demand, leaving the conventional power plants
competing for the remaining demand. Since RES production (like wind and
solar) is intermittent, it cannot deliver a stable and reliable output because it
is highly dependent on weather conditions; hence, it can have different effects
on the merit order.

In theory, there is no clear cut answer as to which type of technology will be
affected most. On the one hand, demand for power produced by conventional
technologies is reduced (called residual demand), thereby reducing the need to
fully utilize the existing conventional power plant fleet. The low marginal costs
of RES production could therefore replace the most expensive peak plants in
the merit order. This would translate into lower power prices. On the other
hand, demand for conventional plants is only reduced if the wind is blowing and
the sun is shining, i.e. the scale of residual demand crucially depends on the
frequency and scale of RES generation. So the second effect of RES on the merit
order is caused by inherent unreliability of RES and demand for conventional
plants not reduced consistently, but depends on weather conditions. If residual
demand is exposed to higher volatility, the same holds for the runtime of con-
ventional power plants. This in turn requires utilization of more flexible power
plants, which, however, are also the most expensive plants in the merit order.
So depending on the scale and frequency of RES generation feed-in, this can
affect mid-merit plants and maybe to some degree baseload plants. The latter
would still be needed to cover the steady demand which cannot be covered RES
generation and flexible peakload plants would be utilized to balance the fluc-
tuating production of wind and solar power. Consequently, prices drop when
RES produces and rise when the more flexible plants are needed. As a result,
the average power prices may be higher under a RES regime than without.

We contribute to the current debate about the effects of support schemes for
renewable energy resources by using data from the Spanish power market, to
estimate the merit-order effect for the years from 2008 to 2012. We show the
effect on the quantities sold to the wholesale market by the conventional pro-
duction technologies during instances when renewable produce. We will also
show how this influences the wholesale price. Hence, we take the merit order
as the given structure and incorporate it into a structural vectorautoregressive
(SVAR) model, i.e. we consider production of conventional power plants and
price as endogenous and also take the time structure of the data into account.
Wind and solar energy production are regarded as exogenous to the system,
which reflects the current market situation with prioritized feed-in and support
schemes.

We are able to identify and quantify the effect of wind and solar power generation
on the wholesale price and on the quantities produced by each conventional
power plant type, separately. This helps to understand how the current and
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future production mix is affected by the support schemes for renewable sources

The Spanish power market combines several characteristics which makes it very
suitable for testing the merit-order effect. Renewable technologies need not com-
pete in the power market as they are promoted through out-of-market support
schemes. The energy production mix is made up by a large amount of RES pro-
duction technologies, particularly wind and solar and the climate on the Iberian
peninsula is very favorable for both wind and solar power production. Aside
from this, the ample availability of data, especially on the production patterns
of the different technologies, makes this analysis possible.

The rest of the chapter is structured as follows: section two provides an in-
troduction to the theory of power markets and the merit-order effect. Section
three illustrates the Spanish power market. We then present the data used in
section four prior to laying out the empirical strategy. The results are presented
in section six. The analysis concludes in section seven.

2 Theoretical Background

To analyze the effects of intermittent production on the composition of the
power plant fleet and the market design, we first provide a concise insight of
the theoretical background of power markets to explain the merit-order effect.
This is fundamental in understanding how non-market based RES production
affects the mechanisms in the market, and in determining which conventional
generation technologies could be affected most.

2.1 Peak-Load Pricing and the Merit Order of Production

Electricity has special characteristics which distinguishes it from other goods. It
is a grid-bound good which is neither storable nor substitutable; its provision has
physical limitations and its production has to equal consumption at all times.
Furthermore, demand for electricity is periodic, varying substantially during the
day and over the seasons of a year. Typically, demand reaches its peak during
the working hours of a weekday, but is relatively low during nighttime and on
weekends. Depending on the geography and climate conditions, consumption
patterns differ from summer to winter.

These features make power markets subject to peak-load pricing.2 Crew et al.
(1995) present a summary of the basic principle of peak-load pricing: Different
production technologies are needed to satisfy the fluctuating demand. These
technologies differ in marginal and fixed costs. The technology with the low-
est marginal costs has the highest fixed costs, while the one with the highest
marginal cost has the lowest fixed cost. Hence, technologies can be put in order

2See Boiteaux (1960) and Williamson (1966) for some of the earliest works in this field.
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according to their marginal costs. The cheapest technology serves any posi-
tive demand up to its capacity. The other technologies therefore, always have
idle production capacities whenever demand can be at least partly covered by
cheaper technologies. Hence, the price during peak-demand periods has to be
such that it enables the most expensive production technologies to recover their
variable and fix costs.

Ranking power plants according to their marginal costs is called merit or-
der. In practice, the merit order can be divided into base-, mid-merit and
peakload plants. Baseload plants usually consist of hydro, nuclear and lignite
power plants, whereas mid-merit plants consist of coal-fired and combined-cycle-
combustion gas turbines (CCGT). Peakload plants are usually open-cycle gas
turbines or plants fired with oil or gas. A cost overview and a confirmation of
the chosen classification can be found in OECD (2010). The report covers the
fixed and variable costs of a large set of production technologies and countries.

The merit order is not static, and adjustments in the power plant fleet take
place constantly. Aside from the effect of renewable energy resources, various
factors also affect the merit order. These adjustments are explained in a stylized
example in the following figure.

Figure 1: Static Optimal Capacity Choice and Peak-Load Pricing

Production technologies are labelled as T1, T2 and T3, installed capacities as T1 for X1, T2 for X2 and T3 for X3.
Marginal costs of production for technologies T1, T2 and T3 are MC1, MC2 and MC3. PI and PII indicate the
equilibrium prices during low and high demand.

An optimal capacity choice is made in a setting of perfect competition, merit
order dispatch and a single-price auction. Three production technologies (T1,
T2 and T3) are available to market participants. Based on the relationship be-
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tween average costs and annual expected runtime of each production technology,
an optimal plant mix for the provision of power exists. If the relative mixture
of technologies is chosen optimally, its adaption to the expected yearly demand
distribution yields a specific realization of the actual installed capacities (panel
I and II).

Given this capacity choice, market participants bid their available capacities into
the market. The optimal bid is the respective marginal cost of the plant, if the
level of competition is sufficiently high. Each time overall demand exceeds the
individual capacity of a dispatched technology type, profits are generated for this
plant type. During these times, plants will recover their annualized investment
and fix costs. This creates a specific utilization of the existing production mix
and price distribution (panel III).

Depending on this mechanism and factors such as policy changes, adjustments
to the current power plant portfolio may become necessary (panel IV). This
could lead to temporary or permanent shifts in the technology mix or even the
crowding out of plants using certain primary fuels. For instance, a planned or
unplanned plant outage is temporary and usually does not lead to a permanent
change in the merit order. Changes in the variable costs can lead to either per-
sistent or temporary alterations - so-called fuel switches - depending on the size
and frequency of the fluctuations. In the energy market, variable costs mainly
consist of fuel costs (input price plus transportation costs), ramping costs and,
depending on the technology, costs of emission certificates. Possible fuel switches
mostly occur between coal-fired and gas-fired power plants (Sunderkötter and
Weber (2011) for a theoretical model and simulation). Persistent changes in
the merit order can be caused by advances, such as process innovation or the
development of a new production technology. Other reasons can include the
depletion of a resource or the general prohibition of its usage (e.g. the nuclear
phase-out in Germany).

2.2 Merit-Order Effect

The merit-order effect describes the effect of weather-dependent (intermittent)
renewables on the wholesale power market, particularly on the composition of
the plant fleet. The production of the most prominent renewable technologies,
wind and solar, is dependent on the availability of wind and sun. As no other
input factor is needed for production, the marginal costs are zero or near-zero.
Hence, they are located at the leftmost part of the merit order (see Figure 2).

The production decision of renewables is not market based. Investment and
feed-in are usually regulated and independent from the market mechanism. To
incentivize investment in RES technologies, different support schemes for re-
newable energies have been developed since the 1990’s, varying widely in their
character (Haas et al. 2008 and Haas et al. 2004 for an overview). These
subsidies can be based on actual generation (per kWh) or on installed capac-
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ity. Sometimes also lower interest rates or tax credits are used to stimulate
investment (Menanteau et al., 2003 and Haas et al., 2004).

Support schemes can also be divided into price or quantity driven instruments.
The former pays a fixed amount independent of the actual production, while
the latter seeks to reach a desired level of generation. Most of these support
schemes also allow technologies a prioritized feed-in of their generation. Con-
sequently, the compensation of RES technologies is not market-based and the
decision to produce or to invest does not depend on the conventional power
plants’ production decision. Hence, generation by renewables is independent
from competition in the power market or from any other economic factors that
should be taken into consideration by the conventional power plants. For con-
ventional power plant owners, generation by renewables is an exogenous supply
shock and results in a reduction of residual demand.

Figure 2: The Effect of Renewables on the Merit Order
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Base, Mid-Merit and Peak refer to the marginal costs of the respective production technology.

The right side of Figure 2 depicts the classical shor-run merit-order effect as
described for example by de Miera et al. (2008). Wind and solar power have
zero marginal costs and are fed-in first; they shift the merit order to the right.
Technologies with the highest marginal cost are crowded out, as they are no
longer needed to satisfy demand. In consequence, this decreases the price level as
total demand is covered by cheaper technologies. Some empirical studies (such
as Green and Vasilakos, 2010; the Spanish Renewable Energy Association, 2009;
de Miera et al., 2008; Sensfuss et al., 2008; Gelabert et al., 2011) find evidence
of RES production’s price decreasing impact.

Yet, in the long-run it could well be that the initially crowded-out peak plants
may replace mid-merit plants, which can be seen from Figure 1. The advantage
of baseload and mid-merit plants over the flexible but expensive peak plants
lies in consecutive runtime hours. High volatility in combination with a large
magnitude of RES generation reduces the number of consecutive runtime hours
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of mid-merit and perhaps even baseload plants significantly, eliminating that
very cost adavantage over peak plants. As a result, the lack of runtime and the
aforementioned reduction of price peaks may lead to an adjustement in the merit
order, e.g. it may collapse to a combination of baseload and peakplants. Vives
(1989) shows in a general oligopoly setting that firms tend to invest in more
flexible technologies if there is an increase in basic uncertainty. In our context,
basic uncertainty is represented by a higher volatility in residual demand, and
the shift towards more flexible production implies a shift towards more flexible
and expensive plants. A higher volatility of prices would be the result and,
depending on the realized distribution of prices, even higher average prices.

Furthermore, the reduced number of price peaks affects all power plants. As
the last power plant accepted in the auction to satisfy demand sets the price,
all the other power plants to its left in the merit-order earn money on top of
their marginal costs. Baseload and mid-merit plants with relatively high fixed
costs need a certain amount of high prices during the year and consecutive
hours of runtime to cover the fixed costs. If peak load plants leave the market
and the price level decreases, the profitability of all power plants in the merit-
order would also decrease. Also, the profitability of future investments in the
power plant fleet will depend on the price level and will be influenced by this
development.

Gelabert et al. (2011) conduct a study of the Spanish power market data. They
analyze the effect of the Spanish Special Regime - which includes wind, solar,
and other renewables, as well as smaller fossil fueled plants - on the wholesale
price. They take into account the production of all other power plant types and
find a negative price effect of renewables. The magnitude of the price effect,
however, decreases over time. The quantity effect on the different production
technologies is not considered.

Weigt (2009) could not confirm the crowding out of any specific conventional
production technologies. Simulation studies by Bushnell (2011), Delarue et al.
(2011) as well as Green and Vasilakos (2010), however, find the suggested switch
to more flexible generation types as indicated by Vives (1989).

2.3 Market Design and RES

The merit-order effect also influences security of supply. Sufficient capacity
needs to be ready to cover demand at any time. Power markets must provide
investment incentives to attract the deployment of new capacities and to allow
upgrade of existing plants. As the out-of-market support schemes influence
the wholesale price and consequently the price signal to investors, it becomes
questionable whether the energy-only market is capable of guaranteeing security
of future supply.

Even without renewable energy sources it is unclear whether an energy-only
market can attract sufficient investment. Cramton and Stoft (2005, 2006 and
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2008) and Joskow and Tirole (2007) argue that the necessary number of high
price spikes may not be realized. This so-called missing-money problem can lead
to a permanent underprovision of installed capacity. To overcome this problem,
it may be necessary to not only reimburse actual power production, but also
the provision of capacity.

The increase of renewable power production is likely to intensify the missing-
money problem. If either price peaks are cut or the runtime of power plants
are reduced, the profitability of conventional power plants decreases. As con-
ventional power plants are still needed to satisfy demand when there is little
or no production by wind and solar, a market exit would jeopardize security
of supply. Capacity payments can help keep essential plants in the market and
attract sufficient further investment. The design of those capacity payments,
however, can create other inefficiencies and disincentives (Böckers et al. 2011,
in German only).

Another basic task of the market design is the production of cost-efficient energy.
Out-of-market support schemes may also lead to inefficiencies in the technology
mix. Firstly, not letting the market decide which RES technology to support
can lead to an excessive expansion of a certain technology type which is desired
by policy makers; this, however, is not the most efficient outcome in terms of
achieving climate goals. Secondly, they lead to an adjustment in the remaining
power plant fleet, but while the adjustment might be efficient under the pre-
vailing conditions with renewable technologies, the resulting plant portfolio may
nevertheless induce further costs.

This section emphasizes that renewables have an impact on the electricity whole-
sale market in many respects. We empirically analyze which generation tech-
nology is affected by RES, and to what extent. Quantifying this effect helps
evaluate the market performance, renewable support schemes and the evolution
of the security of supply.

3 Spanish Power Market

The Spanish wholesale electricity market consists of a day-ahead market, which
is organized as a pool, and a number of intra-day and balancing markets. The
pool is designed as a uniform-price auction with the bid of the most expensive
power plant needed to satisfy the demand setting the price.3 Although bilateral
trading is possible, the majority of the electricity is bidden into the pool. In the
period from 2008-2012, 61%- 69% were traded in the day-ahead market (OMIE,
2013 and REE, 2013a).

3On 1st July 2007 the Spanish and the Portuguese electricity markets were coupled to
create the common Iberian electricity market, MIBEL (Mercado Iberico de Electricidad).
Only the Spanish system is considered here.
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To meet the renewable energy targets set by the Spanish government and the
EU, a support framework was established. The Spanish targets comply with
the EU’s goal of having at least 20% of final electricity consumption covered
by renewable energy sources, by 2020 (Moreno and Garcia-Alvarez 2011). The
legal promotion of renewable energy sources in Spain was initiated in 1980. The
’Law of the Electricity Sector’ implementing the requirements of the European
Directive 96/92/EC on the electricity market liberalization also established the
Special Regime.

The Special Regime consists of renewable energy sources, conventional plants
with a generation capacity of less than 50 MW and imports. It guarantees green
power producers access to the grid as well as monetary support (Law 54/97).
Royal Decree 2818 (RD 2818/1998) regulates the treatment of plants in the
Special Regime and lays the foundation of the two support system currently in
place.

The generators in the Special Regime can choose from one of two payment
schemes which becomes binding for the following year. They can either opt
for a time-dependent feed-in tariff (FIT), where generators receive a fixed total
price per MWh fed into the grid, or bidding into the pool and receiving a feed-in
premium depending on the market price. If the market price is too low, this
so-called cap-and-floor system guarantees producers remuneration at floor level.
If the market price exceeds cap level, the producer gets the market price itself.
Between the cap and floor levels, the producer receives a premium on top of the
market price. Additionally, the support levels in both payment schemes vary
according to peak (8 a.m. until 12 p.m.) and off-peak (12 p.m. until 8 a.m.)
times.4

Conventional power plants including hydro power plants with generation capac-
ities of at least 50 MW are part of the so-called Ordinary Regime, and they
either bid their power into the pool or trade bilaterally. To stimulate the con-
struction of new production facilities and discourage the retirement of already
existing plants, a system of administrative capacity payments was introduced.
The so called pagos for capacidad was introduced in 2007 and it reformed the
system in place since market liberalization. The underlying idea is to support
the market mechanism to achieve the desired level of supply security. Depend-
ing on the current reserve margin, power plants receive a certain amount per
installed MW for the first ten years of operation. The incentive decreases with
an increasing reserve margin. If the maximum reserve margin of 30% is reached,
the capacity payment will gradually decline to zero (Federico and Vives, 2008).

The generation mix in Spain has changed continuously since the liberalization
in 1998 (see Figure 3). While the installed capacities of nuclear, coal and hydro
power plants remained constant, those of fuel/gas plants declined over time;
however, CCGTs and Special Regime installed capacities increased. The latter

4For further information see RD 436/2004, RD661/2007, RD 1578/2008, RD 1565/2010
and RDL 14/2010. Detailed summaries and assessments of the Royal Degrees can be found
in del Rio and Gual, 2007; del Rio Gonzalez, 2008 as well as del Rio and Mir-Artigues, 2012.
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almost increased sevenfold - from 5,713 MW in 1998 to 38,953 MW in 2011
(Platts 2011), which is about 38% of the total installed capacities (REE 2009,
2013a).

Within the Special Regime, wind energy holds the largest share with 54%, but
because of a reform in 2004 (RD 436/2004) solar energy production experienced
significant growth from 2006 to 2009. In a span of only two years (del Rio
and Mir-Artigues, 2012) its installed capacity increased from 300 MW to 3,500
MW. The subsidies for solar generators almost tripled from e2.2 Billion to e6
Billion annually. Solar power producers received 40% of the total payments in
the renewable support scheme, but it only accounted for 8% of its generation
(Federico, 2011).

Figure 3 shows the development of both the Ordinary Regime and the Spe-
cial Regime, in Spain. Hydro appears in both categories because small hydro
plants with an installed capacity of less than 50MW are classified as Special
Regime. CCGT power plants and wind power plants experienced the biggest
growth. Note that the two graphs are scaled differently. Special Regime has
now surpassed half of the installed capacity of the Ordinary Regime.

Figure 3: Installed Capacity for the Ordinary and Special Regime
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4 Data

We analyze the Spanish power wholesale market from the period of 2008 to
2012. Data on Spanish demand, produced quantities5 for each conventional
fuel-type, i.e. nuclear, hydro, coal and gas, and generation from the Special
Regime is publicly available. The latter is comprised of the production of solar
and wind power, as well as the generation of other renewable and non-renewable

5Gas is subdivided into cc, which is a more efficient production type called combined cycle
gas turbines, and fuel/gas, which includes the most expensive power plants running on either
coal or gas.
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resources. We are, however, able to separate the Special-Regime generation in
wind and solar and its other components. Furthermore, we use hourly electricity
wholesale prices (OMIE, 2013 and REE, 2013a).

The installed capacities for each generation technology and the respective input
prices are included as control variables i.e. prices for oil, gas, coal and uranium
and European emission certificates (REE, 2009 and 2013; APX, 2013; Platts,
2011; Argus/McCloskey, 2013; UX Consulting, 2013; IEA, 2013; EEX, 2013).
The input prices are available either on a weekly or weekday basis. Installed
capacities are available on a yearly basis stated in MW (REE, 2009 and 2013).

Pooling all technologies in the Special Regime includes certain conventional and
reliable plants (i.e. power plants with installed capacities of less than 50MW
or RES technology such as biomass, which can deliver reliably). From this, we
divide the Special Regime into its components: wind generation, solar generation
and others. For wind data, we use the hourly wind forecast (REE, 2013a) and
for solar data, we use the mean daily (actual) solar production6 (REE, 2013)
as there is no publicly available data on hourly solar production. To match the
daily production of solar with the hourly data, we aggregate the data set to the
daily average.

Table 1: Daily Windforecast and Solar Production

Windforecast
Variable Mean Std. Dev. Min Max Inst. Cap. (MW)
2008 3,555.07 1,890.28 551.18 8,663.24 15,977
2009 4,086.87 2,159.91 597.94 10,471.94 18,712
2010 4,861.05 2,521.63 877.29 13,088.47 19,710
2011 4,736.95 2,572.58 941.53 12,013.12 21,091
2012 5,453.75 2,775.65 1,096.54 13,693.33 22,430
2008-2012 4,538.59 2,490.38 551.18 13,693.33 19,583 (Mean)

Solar production
Year Mean Std. Dev. Min Max Inst. Cap. (MW)
2008 275.05 135.39 83.33 541.67 3,628
2009 677.51 219.98 166.67 1,041.67 3,481
2010 778.88 309.95 208.33 1,416.67 4,189
2011 1,021.58 375.63 250.00 1,625.00 5,069
2012 1,297.36 465.38 333.33 2,125.00 6,218
2008-2012 810.05 470.64 83.33 2,125.00 4,450 (mean)

Table 1 shows the average, minimum and maximum wind forecast and solar pro-
duction over the years. Production is measured in MWh and installed capacity,
in MW. For both technologies, the difference between minimum and maximum
production, as well as the mean production substantially fluctuates over time.

6Calculated as the sum of photovoltaic and thermal solar production.

12



This emphasizes the intermittent and unreliable character of those technologies.

Rainfall (measured in mm per m2) and temperature are used as weather control
variables (WeatherOnline, 2013). Solar and temperature are naturally higher
correlated (ρ = 0.49) than solar and rain (precipitation), which are only weakly
correlated (ρ = −0.08). The inclusion of temperature captures the effect of
weather: higher temperatures are highly correlated with sunshine, but they
may also affect conventional power plants. Run-of-the-River Hydro plants e.g.
depend on the water level in the river; also other conventional plants use rivers
for cooling. Not controlling for temperature would make the effect of solar gen-
eration biased, e.g. overestimating the effect of solar on hydro. The industry
production index (OECD 2013) serves as Spain’s economic performance indica-
tor.

Table 2 gives an overview on the descriptive statistics of each variable used in
our analysis.
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5 Empirical Strategy

To estimate the effect of renewable generation on the wholesale price and the
quantities produced by conventional power plants, the merit-order is used as the
underlying structure. We endogenize each technology’s produced quantity ac-
cording to their rank in the merit order and the day-ahead price, in a structural
VAR model. The quantity produced by each technology depends on the price
and all the quantities produced by technologies to its left in the merit order.
Production from renewable energies is treated as exogenous to the system. This
reflects the current situation in Spain, with out-of-market support scheme for
renewables. We also include demand, installed capacities, input costs for the
different technologies, temperature and rainfall to control other exogenous in-
fluences not attributable to the effect of renewables. To capture seasonality and
cyclic components, we include dummies for the days of the week (six), months
(eleven) and years (four).

The six production technologies, in ascending order, based on their marginal
costs, are: hydro, nuclear, coal, CCGT, fuel/gas and pump storage. Hydro and
nuclear are baseload plants; coal and CCGT constitute the mid-merit order;
and fuel/gas and pump storage are the peak plants. The ranking is based on
information regarding the costs of power plants for the merit order from OECD
(2010). The order is clear for most of the power plants. Fuel-switches mostly
occur for coal and gas-fired plants as shown by Sunderkötter and Weber (2011),
so we incorporate the change between the two technologies as a robustness check
and change the order of coal and CCGT in an additional estimation.

Hydro Nuclear 
Coal CCGT 

Fuel/
Gas 

Pump 

€  

Quantity 

P* 

Demand 

Figure 4: Merit Order

Vector Y comprises the endogenous variables. X is the vector of demand-specific
shocks as well as fuel-type specific input factors. The vector RES describes the
quantity produced under the Special Regime:
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Y= (price, qhydro, qnuclear, qcoal, qccgt, qfuelgas, qpump)

X = (Demand, Season, Installed Capacities, InputPrices)

RES = (SpecialRegime)

The unrestricted VAR model therefore can be formalized as:

Y = A+BL(Y ) + ΓRES + ΦX + ε (1)

Figure 4 shows the underlying structure of the VAR model. The power plant
with the highest marginal costs, which is still needed to cover demand, sets the
price. All power plants to its left produce and earn money according to their
marginal costs.

LnPt = conspr +
∑k

i=1 βpr,1,iLnPt−i +
∑k

i=1 βpr,2,iHydrot−i

+
∑k

i=1 βpr,3,iNucleart−i +
∑k

i=1 βpr,4,iCoalt−i

+
∑k

i=1 βpr,5,iCCGTt−i +
∑k

i=1 βpr,6,iFuel/Gast−i (2)

+
∑k

i=1 βpr,7,iPumpt−i + ΓprRESt + ΦprXt + εpr,t

Hydrot = consh +
∑k

i=1 βh,1,iLnPt−i + ΓhRESt + ΦhXt + εh,t (3)

Nucleart = consn +
∑k

i=1 βn,1,iLnPt−i +
∑k

i=1 βn,2,iHydrot−i

+ ΓnRESt + ΦnXt + εn,t (4)

Coalt = consc +
∑k

i=1 βc,1,iLnPt−i +
∑k

i=1 βc,2,iHydrot−i

+
∑k

i=1 βc,3,iNucleart−i + ΓcRESt + ΦcXt + εc,t (5)

CCGTt = conscc +
∑k

i=1 βcc,1,iLnPt−i +
∑k

i=1 βcc,2,iHydrot−i

+
∑k

i=1 βcc,3,iNucleart−i +
∑k

i=1 βcc,4,iCoalt−i (6)
+ ΓccRESt + ΦccXt + εcc,t

Fuel/Gast = consf +
∑k

i=1 βcc,1,iLnPt−i +
∑k

i=1 βf,2,iHydrot−i

+
∑k

i=1 βf,3,iNucleart−i +
∑k

i=1 βf,4,iCoalt−i (7)

+
∑k

i=1 βf,5,iCCGTt−i + ΓfRESt + ΦfXt + εf,t

Pumpt = consp +
∑k

i=1 βpu,1,iLnPt−i +
∑k

i=1 βpu,2,iHydrot−i

+
∑k

i=1 βpu,3,iNucleart−i +
∑k

i=1 βpu,4,iCoalt−i

+
∑k

i=1 βpu,5,iCCGTt−i +
∑k

i=1 βpu,6,iFuel/Gast−i (8)
+ ΓpuRESt + ΦpuXt + εpu,t

This structure (Figure 4) translates into equations 2 to 8. Estimating the price
equation, all technologies are relevant. The equation for each technology, how-
ever, only considers technologies on its left in the merit order. The coefficients
of power plants, to its right in the merit order, are constrained to zero. For
instance, the production decision of a nuclear plant is not directly affected by
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that of a coal-fired plant as it has higher variable production costs. The opposite
is true for the coal plant. If the cheaper technologies are already covering the
whole demand, then the coal plant will not be dispatched. To control for tem-
porary shifts within the merit order, we include the input prices for all power
plant types and the price for emission certificates.

The inclusion of the production of the aggregated Special Regime does not
uniquely identify the effect of intermittent technologies. It also comprises of
small conventional power plants and renewables which can produce compar-
atively reliable, like waste or biomass. To split the Special Regime into its
components, we use the wind forecast instead of the actual production as for
the bidding behavior of the conventional plants only the forecast, and not the
actual production, is relevant (Jonsson et al., 2010). The same is true for solar,
but since forecasts are not publicly available, we use the daily averaged actual
solar production provided by the market operator.

qspecial regime = qsolar + qwind + qotherSR
(9)

The short-run merit order effect is based on the guaranteed feed-in of renewables
and their lower marginal costs. The higher volatility of the residual demand,
which has to be covered by the conventional power plant fleet, is, in contrast,
due to the dependence of wind and solar power on weather. To show the effect
of the intermittent renewables, we use both the entirety of the Special Regime
(Model I) and its components (Model II).

Power generation by conventional power plants is constrained by the installed
capacity of the different technologies. Installed capacity is only available on a
yearly basis and is included as exogenous variables. Since power plant construc-
tion is tedious and installed capacities do not fluctuate heavily, this might not
be very restrictive.

Demand is assumed to be exogenous to the VAR system. This is common prac-
tice in power markets (e.g. Gelabert et al., 2011). Demand may not be entirely
price inelastic, but not all customers are exposed to real time wholesale prices;
and even those who are, can be quite inflexible. Households have habitual pat-
terns of consumption and are not subject to real-time pricing7 since they have
fixed contracts with their energy suppliers. The tourism industry, an impor-
tant sector in Spain, is also quite inflexible in terms of electricity consumption.
Energy intensive producers, like a steel mill (wherein the cost of production is
highly dependent on electricity price) may be able to react more flexibly to price
changes. An interruption of production during peak-price times, however, may
be more costly than continuous production. Stopping production will only be
profitable for very high price changes. In our dataset, the average price change,

7Weighted by industry branches, the energy industry contributes 13.04% to the Spanish
industry production; intermediate and capital goods impact the index by 37.7% and 20.64%,
respectively. The rest constitutes non-durable and other consumer goods, 24.21% and 4.41%
(NISS, 2013).
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compared to the preceding hour, is 3.20e/MWh with a standard deviation of
3.93, 50% of the price changes are smaller 1.98e/MWh and 99% of the price
changes are smaller than 18.21e/MWh. The reaction to those price changes
can therefore be assumed as rather small.

We also test for exogeneity of demand in the price equation using the Davidson
and MacKinnon (1989) test.8 The null hypothesis of exogeneity is not rejected.
The test is based on an instrumental variable approach and is described in
appendix 8.

Table 3: Exogeneity Test for Demand

Davidson&MacKinnon Coef. Std. Err. t
Demand .0000257 .0001469 0.17

Solar data is only available on a daily basis. Aggregating the production data to
the daily level underestimates the effect of solar, as solar production depends on
sunshine, which only occurs between sunrise and sunset. In a second estimation,
we therefore only take into consideration the hours between dawn and dusk.9

Before estimating the model, all the included time series are tested for the
existence of unit roots. We use the augmented Dickey-Fuller (Dickey and Fuller,
1979) and Phillips-Perron (Phillips and Perron, 1988) test (see appendix Table
8) and find that the price time series, the input prices (except for the price for
uran) and the industry-production index are I(1) variables, thus we take the
first differences of those variables, which are all found to be I(0). For the price
time series we take the logarithm LnPrice which is also found to be I(0). For
all other time series, the null hypothesis that the variable follows a unit-root
process can be rejected. We used the results of Schwarz’s Bayesian information
(SBIC) and Hannan and Quinn Information Criterion (HQIC) for the lag order
selection.10

We also used the Hannan-Quinn and the Schwarz-Bayes information criteria for
the lag length selection of the whole VAR model. Eight and three lags, respec-
tively, are found for the simultaneous lag length selection by the information
criteria. From an economic point of view, a short lag length is preferable. As
the dynamics over the year and during the week are captured by the seasonality
dummy and we also aggregated the data to the daily level, only the previous
days should have an immediate impact. Thus, for the reported results, the SBIC

8The test is repeated for different specifications, the test results remain qualitatively un-
changed in all settings.

9Sunrise and sunset time is for Madrid (TheWeatherChannel.com, 2013).
10We also tested for cointegration of the endogenous variables. As only the price series is

integrated of order one and all other time series (except the input prices) are I(0) the economic
interpretation of the cointegration test is misleading. The fact that there exists one or several
linear combination of the variables that is I(0) does not necessarily mean that they follow a
common equilibrium path, when several of the time series are already I(0). Furthermore, we
also take the logarithm of price which is found to be I(0).
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lag length is chosen; the result remains qualitatively unchanged for the higher
lag order and is available upon request.

After estimating the restricted VAR model, we used the Lagrange-multiplier
test (Johansen, 1995) to test for autocorrelation. We found some persistent
autocorrelation in the residuals Newey and West (1987) standard errors are used
to allow for autocorrelation up to a certain lag length. As proposed in Newey
and West, (1987) the lag length for the correction is chosen as the integer of

4(T/100)
1
4 whereas T is the number of observations in the dataset. Results are

robust to higher number of lags.
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6 Results

We are interested in the effect the exogenous variables Special Regime and wind,
solar and other RES on the endogenous merit order. Table 4 reports the results
for those variables in each of the seven equations. The first two columns show
the estimated equation and the dependent variable in this equation. The other
columns show the price or quantity impact of a 1-MWh increase of either Special
Regime, wind, solar or other RES the respective equation. In model I the results
for the whole Special Regime are reported. Model II shows the influence of the
components of wind, solar and other RES.

Overall, the Special Regime decreases the price. A one MWh increase in Special
Regime generation decreases the price by 0.003% - that’s a decrease of 3% for
an increase of one GWh. This effect is induced by wind. On the contrary, an
increase in the production of solar and other RES increases the price.

The effect on the merit order is negative for all technologies but insignificant
for nuclear. Again, wind is the driving force behind this result. An increase
in wind energy production reduces the generated quantities of all technologies
significantly - except for nuclear (model II). The results for solar and other RES
are ambiguous.

Table 4: Impact of Special Regime and its Components

Model I Model II

Eq./ Dep. Var. Special Regime Wind Solar Other RES

(2) LnPrice -0.0000306*** -0.0000318*** 0.0000545*** 0.0000160*

(3) Hydro -0.0223019*** -0.0291984*** -0.0094671 0.0898763***
(4) Nuclear -0.0004307 0.0000257 -0.047776 -0.0018914
(5) Coal -0.0933551*** -0.0974866*** 0.1093186 -0.0696695*
(6) CCGT -0.1982958*** -0.3461214*** -0.2825958** -0.1358050**
(7) Fuel/Gas -0.0013968** -0.0016611** -0.0015485 0.0044956*
(8) Pump -0.0183483*** -0.0196749*** 0.0013187 0.0201682**

N 1824 1824 1824 1824

Level of Significance: * p < 0.1; ** p < 0.05; *** p < 0.01

An increase of 1-GWh in solar production increases the price by 5.45%, whereas
only ccgt plants are significantly affected negativ in the merit order. Also,
one GWh increase decreases CCGT plants’ production by 282.60 MWh. The
same is true for other RES : the price increases with an increased production.
Production by mid-merit plants, such as coal and ccgt, decreases; but hydro
and peakload plants (fuel/gas and particularly pump,) benefit from more power
fed-in by other RES.

Note that the model controls for the influence of temperature and rain. Aside
from the effect of renewables, weather conditions can also cause fluctuations
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in the generation of conventional plants. A long drought could, for example,
lead to lower water levels in rivers. This forces power plants to reduce their
production as cooling water becomes scarce.

The effect of solar is contrary to expectations. Renewable generation reduces
the demand which has to be covered by conventional power plants. Additionally,
solar can only produce when the sun shines - which is mainly during peak hours,
thereby cutting off price peaks. Figure 5 shows the price effect of one GWh
increase of single RES generation technologies.

Figure 5: Price Effect of Renewables
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The effect of solar is largest in magnitude and offsets the negative price effect
of wind. An increase of 1 GWh, however, is relatively much larger and is more
unlikely to happen for solar than for wind. The average production of solar
over all years was 0.81 GWh, only in 2011 and 2012 did it reach an average
production of over 1 GWh over the whole year (see Table 1). Thus, an increase
of one GWh is equal to twice the current production. In the case of wind, an
increase of 1 GWh constitutes only 22% of its average production in the specified
five years, which is still a substantial but also a more likely increase.

Not all technologies are affected to the same extent. Figure 6 shows that in
contrast to the prediction of the short-run merit order effect (e.g. de Miera et
al. 2008), it is not the peak plants suffer the most, but the mid-merit plants. The
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prioritized feed-in of renewables effectively reduces the demand to be covered by
conventional power plants. But baseload plants seem to be minimally affected
if not totally unaffected; moreover, the flexible peak plants seem to reduce
their quantities only to a small extent, which leaves mid-merit plants the ones
absorbing the influence of renewable on the power market.

Figure 6: Merit Order Effect of Renewables
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The positive price effect of solar cannot be explained by the effect on the merit
order in Table 4. The production of solar, however, is only available on a
daily basis. As we also aggregate the hourly production data and the price to
the daily average, we underestimate the effect of solar power. Solar can only
produce during daytime but the aggregated data on quantities produced and the
price, also contains night hours when it is impossible to produce solar energy.
Table ?? therefore shows the effect of solar during daylight hours.11

The effects for the whole Special Regime become more distinct during daytime,
except for fuel/gas which is no longer significant; but nuclear now produces
significantly less. The same is true for wind : the effect becomes stronger for most

11We took the hours between sunrise and sunset for Madrid for each day to determine the
hours of possible production by solar. Before we aggregated the data to the daily level using
all 24 hours, now we only use the daylight hours to aggregate data to the daily level. Note
that we have data on quantities produced within the merit order and windforecast on a hourly
base.
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Table 5: Impact of Special Regime between Sunrise and Sunset

Model I Model II

Eq. Dep. Var. Special Regime Wind Solar Other RES

(2) LnPrice -0.0000398*** -0.0000454*** 0.0000749** 0.0000467***

(3) Hydro -0.0852349*** -0.1027663*** -0.1064387 0.2087144***
(4) Nuclear -0.0145175*** -0.0030491 -0.3305512*** -0.1640257***
(5) Coal -0.1607183*** -0.1502956*** -0.1011762 -0.3522494***
(6) CCGT -0.2419864*** -0.4194985*** -0.4965494*** -0.2241564***
(7) Fuel/Gas 0.001901 0.0005658 0.0116572 0.0224018***
(8) Pump -0.0304683*** -0.0385795*** 0.1444175*** 0.0654165***

N 1824 1824 1824 1824

Level of Significance: * p < 0.1; ** p < 0.05; *** p < 0.01

technologies as well as for the price, but the influence on fuel/gas diminishes
during daytime. The aggregation to daytime is not very meaningful for wind
power, but roughly coincides with the peak hours in Spain.

Interestingly, solar now affects nuclear and ccgt negatively and statistically
significant, and the production of pump increases, when the feed-in by solar in-
creases. This means that the mid-merit order, and to a smaller degree baseload,
reduce their production because of daytime solar power production, making
more expensive and more flexible peak plants benefit from the effect of unsteady
generation.

The same is true for other RES, where the peak plants produce more, and
the other plants in the merit order, except for hydro, reduce their production
when generation increases. Other RES has been quite stable and predictable in
production.

The results remain qualitatively unchanged for fuel switches between coal and
gas-fired power plants (Sunderkötter and Weber 2011) and for higher order of
lags.12

7 Conclusion

This chapter analyzes the impact of power generation, based on renewable re-
sources, on wholesale power prices and conventional power generation in Spain.
The data set contains information on daily averages of actual production and
quantities sold at the Spanish power exchange from 2008 to 2012.

We estimate a structural vector autoregressive model, using the merit order
as the underlying structure. The empirical evidence suggests that the merit

12Results are available upon request.
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order effect is not as clear cut as theory predicts. The main driver of renewable
resources is wind power, which exhibits the expected negative impact on prices
and on the quantities produced by conventional plants. On the contrary, solar
power has a positive effect on wholesale prices.

Given the merit order of production, mid-merit plants are affected more than
peakload or baseload plants. As the share of renewable energy resources is
not yet large enough, baseload plants may not be affected as of now. The
residual demand is still sufficiently large for those plants to run for most of the
hours during the year. Peakload plants, on the other hand, may easily adapt
to the higher volatility of the residual demand, leaving mid-merit plants to
suffer the most from increasing RES production. If these findings still hold for
higher shares of RES in power generation, then mid-merit power plants could
be potential candidates for a market exit.

The Spanish market design already includes capacity payments for the avail-
ability of generation capacity. These could become insufficient, if CCGT and
coal-fired power plants’ runtimes continue to decline. If CCGTs will be crowded
out in the long run, adjustments to the market design may be necessary, but
this would depend on ecological goals, preferences regarding the power price
and security of supply.

To guarantee security of supply, conventional power plants have to cover demand
whenever unusual or unexpected weather conditions reduce wind and solar pro-
duction to a minimum level. Depending on the weather condition, certain power
plants may have to operate on standby for long periods during the year or even
longer. Inability to cover full demand in times when production by renewables
unexpectedly drops can lead to blackouts in situations of scarcity. As much as
power production by renewable resources is ecologically desirable, security of
supply is as essential for the industry and society.

In general, sophisticated capacity mechanisms might be necessary to comple-
ment energy-only markets to guarantee security of supply or to prevent certain
technologies from leaving the market. This, however, leads to high costs of
introduction and requires a European-wide change of the market design. Fur-
thermore, this will also have substantial influence on competition (Böckers et
al. 2011). While some markets like PJM in the United States have decided to
implement a full-blown capacity market, the UK has abandoned such a mech-
anism. This unclear development of the different market designs will increase
uncertainty, but since investments in power plants are, by nature, long term,
investors will need a stable environment with little changes in market design.

The current support schemes often promote investments in certain technologies,
independent of any inefficiency caused in the generation mix. The ultimate eco-
logical goal is to reduce carbon emission and make power production more sus-
tainable, not the promotion of certain production technologies. If conventional
power plants are priced out of the market, problems inherent to the energy-only
market (such as the missing-money problem) may be emphasized. Changes in
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the market design - aimed to stimulate investment in conventional resources
or to prevent those technologies from leaving the market - may be necessary.
These market designs are typically more restrictive and they induce higher costs
to consumers.
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[3] Böckers, V., L. Giessing, J. Haucap, U. Heimeshoff and J. Rösch (2011):
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8 Appendix

Test for exogeneity of Demand

Using demand and supply can cause a simultaneous causality problem if de-
mand cannot be considered exogenous to the supply system. As actual demand
is mostly unobservable, equilibrium prices and quantities are considered for esti-
mation. In equilibrium supply and demand are equal and a regression of solely
quantities on prices will not help to identify whether the supply or demand
function has been estimated. To solve the identification problem demand- or
supply-specific factors are included. Since we are interested in estimating the
price supply function, we estimate the demanded quantity. Important factors
for demand are the economic performance of a country, e.g. energy-intensive
industry, seasonal and temperature effects (REE 2013b) as well as exogenous
demand shifters like holidays. Therefore, we assume demand to be a function
of the price, past demand, economic factors, etc.:

D = F (price, past demand, economic factors, weather, season, holiday).
(10)

We use industrial production as an economic performance indicator, and av-
erage daily temperature, rainfall, and dummy variables for seasons and public
holidays. The simultaneity bias also depends on the elasticity of demand. If de-
mand was entirely price inelastic, the problem would be negligible. We estimate
demand using:

D = cons+
∑

αdDt−i + αyY eary + αmMonthm + αjDayj + α5Ind Prod

+ α6temp+ α7Precipitation+ α8Holiday + residual (11)

To test for exogeneity of demand we use the Davidson & MacKinnon (1989)
test.13 The null hypothesis of exogeneity is not rejected (see Table 7); and since
exogeneity is not rejected, we include demand in our estimation.

Table 6: Exogeneity Test for Demand

Davidson&MacKinnon Coef. Std. Err. t
Demand .0000257 .0001469 0.17

Table 7: Exogeneity Test for Demand

13The test is repeated for different specifications the test results remain basically unchanged.

30



T
a
b

le
8
:

R
es

u
lt

s
fo

r
U

n
it

R
o
o
t

T
es

ts
-

D
a
il

y

D
ic
k
e
y
-F

u
ll
e
r

(
S
B
IC

)
D

ic
k
e
y
-F

u
ll
e
r

(
H
Q

IC
)

P
h
il
li
p
s
-P

e
r
r
o
n

(
S
B
IC

)
P
h
il
li
p
s
-P

e
r
r
o
n

(
H
Q

IC
)

V
a
r
ia

b
le

c
o
n
s
t
a
n
t

t
r
e
n
d

c
o
n
s
t
a
n
t

t
r
e
n
d

c
o
n
s
t
a
n
t

t
r
e
n
d

c
o
n
s
t
a
n
t

t
r
e
n
d

p
r
ic

e
-3

.3
5
9
*
*

-3
.4

1
3
*
*

-2
.8

9
2
*
*

-2
.9

3
9

-6
.9

2
3
*
*
*

-7
.1

8
2
*
*
*

-7
.2

4
0
*
*
*

-7
.5

3
0
*
*
*

ln
p
r
ic

e
-5

.8
1
4
*
*
*

-5
.8

7
0
*
*
*

-4
.6

7
4
*
*
*

-4
.7

1
9
*
*
*

-9
.8

8
6
*
*
*

-1
0
.0

0
6
*
*
*

-1
0
.2

2
4
*
*
*

-1
0
.3

5
9
*
*
*

q
d
e
m

a
n
d

-4
.9

0
3
*
*
*

-6
.6

0
4
*
*
*

-4
.0

9
8
*
*
*

-5
.4

2
9
*
*
*

-1
2
.9

9
2
*
*
*

-1
7
.4

9
6
*
*
*

-1
4
.8

7
8
*
*
*

-1
9
.8

3
2
*
*
*

s
o
la

r
-2

.8
7
1
*
*

-3
.7

0
6
*
*

-2
.3

8
4

-2
.8

1
0

-4
.9

0
1
*
*
*

-7
.9

3
1
*
*
*

-4
.9

3
6
*
*
*

-8
.3

5
2
*
*
*

w
in

d
fo

r
e
c
a
s
t

-1
5
.7

2
1
*
*
*

-1
6
.5

7
8
*
*
*

-1
3
.8

6
1
*
*
*

-1
4
.6

8
8
*
*
*

-1
9
.3

7
3
*
*
*

-2
0
.1

8
6
*
*
*

-1
9
.0

3
9
*
*
*

-1
9
.8

4
9
*
*
*

q
o
t
h
e
r

R
E
E

-3
.9

6
3
*
*
*

-4
.9

6
2
*
*
*

-3
.9

6
3
*
*
*

-4
.9

6
2
*
*
*

-2
3
.9

1
5
*
*
*

-2
7
.8

6
5
*
*
*

-2
3
.9

1
5
*
*
*

-2
7
.8

6
5
*
*
*

s
r

t
o
t
a
l

-1
4
.0

7
6
*
*
*

-1
4
.2

3
5
*
*
*

-1
4
.0

7
6
*
*
*

-1
4
.2

3
5
*
*
*

-1
8
.4

7
8
*
*
*

-1
8
.6

2
0
*
*
*

-1
8
.4

7
8
*
*
*

-1
8
.6

2
0
*
*
*

q
h
y
d
r
o

-4
.4

5
6
*
*
*

-4
.7

4
6
*
*
*

-3
.5

6
4
*
*
*

-3
.8

7
6
*
*

-6
.1

9
1
*
*
*

-6
.5

4
3
*
*
*

-6
.9

9
6
*
*
*

-7
.4

1
1
*
*
*

q
p
u
m

p
-5

.1
5
2
*
*
*

-7
.8

8
4
*
*
*

-5
.1

5
2
*
*
*

-7
.8

8
4
*
*
*

-1
9
.4

0
1
*
*
*

-2
5
.8

5
8
*
*
*

-1
9
.4

0
1
*
*
*

-2
5
.8

5
8
*
*
*

q
n
u
c
le

a
r

-5
.9

4
0
*
*
*

-6
.4

2
0
*
*
*

-4
.8

0
5
*
*
*

-5
.2

3
3
*
*
*

-1
2
.3

6
9
*
*
*

-1
3
.4

8
4
*
*
*

-1
3
.6

5
9
*
*
*

-1
4
.9

5
5
*
*
*

q
c
o
a
l

-5
.2

3
2
*
*
*

-5
.2

4
0
*
*
*

-5
.0

9
7
*
*
*

-5
.1

1
6
*
*
*

-1
3
.8

9
2
*
*
*

-1
4
.2

4
4
*
*
*

-1
5
.9

1
2
*
*
*

-1
6
.3

2
5
*
*
*

q
c
c

-3
.2

0
9
*
*

-6
.2

0
4
*
*
*

-2
.8

1
6
*

-5
.2

5
9
*
*
*

-1
2
.8

2
9
*
*
*

-2
1
.0

1
4

*
*
*

-1
4
.5

7
9
*
*
*

-2
2
.7

9
8
*
*
*

q
fu

e
lg

a
s

-7
.8

1
1
*
*
*

-7
.8

1
1
*
*
*

-7
.8

1
1
*
*
*

-7
.8

1
1
*
*
*

-9
.5

7
2
*
*
*

-9
.5

7
0
*
*
*

-9
.5

7
2
*
*
*

-9
.5

7
0
*
*
*

b
r
e
n
t

-1
.2

9
9

-1
.7

3
9

-1
.2

9
9

-1
.7

3
9

-1
.2

8
3

-1
.6

7
9

-1
.2

8
3

-1
.6

7
9

t
t
f
p
r
ic

e
-2

.6
8
3
*

-2
.8

9
5

-2
.4

2
0

-2
.6

6
4

-2
.7

1
6
*

-2
.9

2
7

-2
.5

7
1
*

-2
.7

8
4

u
x
c

p
r
ic

e
-3

.9
5
0
*
*
*

-3
.7

1
7
*
*

-3
.9

5
0
*
*
*

-3
.7

1
7
*
*

-3
.9

3
7
*
*
*

-3
.5

3
8
*
*

-3
.9

3
7
*
*
*

-3
.5

3
8
*
*

e
u
a

w
p
r
ic

e
-1

.8
4
0

-1
.4

2
8

-1
.8

4
0

-1
.4

2
8

-1
.8

1
9

-1
.3

9
3

-1
.8

1
9

-1
.3

9
3

c
o
a
l
in

d
e
x

-1
.6

2
9

-1
.6

2
4

-1
.5

5
8

-1
.5

5
0

-1
.3

8
0

-1
.3

9
0

-1
.4

0
1

-1
.4

1
2

d
.b

r
e
n
t

-4
2
.0

3
1
*
*
*

-4
2
.0

2
7
*
*
*

-4
2
.0

3
1
*
*
*

-4
2
.0

2
7
*
*
*

-4
2
.0

3
1
*
*
*

-4
2
.0

2
7
*
*
*

-4
2
.0

3
1
*
*
*

-4
2
.0

2
7
*
*
*

d
.u

x
c

p
r
ic

e
-1

0
.6

2
6
*
*
*

-1
0
.7

1
1
*
*
*

-1
0
.6

2
6
*
*
*

-1
0
.7

1
1
*
*
*

-4
2
.8

0
3
*
*
*

-4
2
.8

6
7
*
*
*

-4
2
.8

0
3
*
*
*

-4
2
.8

6
7
*
*
*

d
.t
t
f
p
r
ic

e
-2

6
.9

2
1
*
*
*

-2
6
.9

2
2
*
*
*

-2
6
.9

2
1
*
*
*

-2
6
.9

2
2
*
*
*

-4
3
.7

0
1
*
*
*

-4
3
.6

9
4
*
*
*

-4
3
.7

0
1
*
*
*

-4
3
.6

9
4
*
*
*

d
.e

u
a

w
p
r
ic

e
-4

0
.8

8
4
*
*
*

-4
0
.9

1
8
*
*
*

-4
0
.8

8
4
*
*
*

-4
0
.9

1
8
*
*
*

-4
0
.8

8
4
*
*
*

-4
0
.9

1
8
*
*
*

-4
0
.8

8
4
*
*
*

-4
0
.9

1
8
*
*
*

p
r
e
c
ip

it
a
t
io

n
-1

8
.1

8
8
*
*
*

-1
9
.0

0
4
*
*
*

-4
.1

2
0
*
*
*

-4
.4

4
9
*
*
*

-2
1
.4

4
9
*
*
*

-2
2
.3

2
4
*
*
*

-2
9
.9

6
8
*
*
*

-3
0
.0

1
9
*
*
*

t
e
m

p
e
r
a
t
u
r
e

-4
.0

2
3
*
*
*

-3
.9

9
1
*
*
*

-4
.0

2
3
*
*
*

-3
.9

9
1
*
*
*

-4
.6

4
9
*
*
*

-4
.6

2
3
*
*
*

-4
.6

4
9
*
*
*

-4
.6

2
3
*
*
*

in
d

p
r
o
d

-1
.1

2
8

-1
.1

0
9

-1
.1

2
8

-1
.1

0
9

-1
.1

2
6

-1
.1

1
2

-1
.1

2
6

-1
.1

1
2

d
.i
n
d

p
r
o
d

-3
0
.2

2
2
*
*
*

-3
0
.2

2
4
*
*
*

-3
0
.2

2
2
*
*
*

-3
0
.2

2
4
*
*
*

-4
2
.7

1
4
*
*
*

-4
2
.7

1
3
*
*
*

-4
2
.7

1
4
*
*
*

-4
2
.7

1
3
*
*
*

N
u

ll
h
y
p

o
th

es
is

:
v
a
ri

a
b

le
co

n
ta

in
s

a
u

n
it

ro
o
t

-
le

v
el

o
f

S
ig

n
ifi

ca
n

ce
:

*
p
<

0
.1

;
*
*
p
<

0
.0

5
;

*
*
*
p
<

0
.0

1

31



T
a
b

le
9
:

R
es

u
lt

s
fo

r
U

n
it

R
o
o
t

T
es

ts
-

D
ay

li
g
h
t

D
ic
k
e
y
-F

u
ll
e
r

(
S
B
IC

)
D

ic
k
e
y
-F

u
ll
e
r

(
H
Q

IC
)

P
h
il
li
p
s
-P

e
r
r
o
n

(
S
B
IC

)
P
h
il
li
p
s
-P

e
r
r
o
n

(
H
Q

IC
)

V
a
r
ia

b
le

c
o
n
s
t
a
n
t

t
r
e
n
d

c
o
n
s
t
a
n
t

t
r
e
n
d

c
o
n
s
t
a
n
t

t
r
e
n
d

c
o
n
s
t
a
n
t

t
r
e
n
d

p
r
ic

e
-1

4
.0

0
1
*
*
*

-1
3
.9

9
8
*
*
*

-1
1
.7

5
3
*
*
*

-1
1
.7

4
9
*
*
*

-4
5
.5

4
3
*
*
*

-4
5
.5

3
8
*
*
*

-4
5
.8

5
1
*
*
*

-4
5
.8

5
9
*
*
*

ln
p
r
ic

e
-4

3
.0

3
8
*
*
*

-4
3
.0

6
3
*
*
*

-1
3
.5

8
8
*
*
*

-1
3
.6

0
7
*
*
*

-4
3
.0

3
8
*
*
*

-4
3
.0

6
3
*
*
*

-4
3
.0

3
8
*
*
*

-4
3
.0

6
2
*
*
*

q
d
e
m

a
n
d

-7
.9

9
5
*
*
*

-9
.2

9
9
*
*
*

-8
.0

9
8
*
*
*

-9
.4

7
0
*
*
*

-3
7
.0

5
0
*
*
*

-3
7
.8

7
9
*
*
*

-3
7
.0

7
3
*
*
*

-3
7
.9

5
9
*
*
*

s
o
la

r
-1

6
.3

2
9
*
*
*

-1
6
.3

2
4
*
*
*

-1
2
.2

6
5
*
*
*

-1
2
.3

2
3
*
*
*

-4
0
.4

8
7
*
*
*

-4
0
.4

8
1
*
*
*

-3
7
.1

9
5
*
*
*

-3
7
.1

8
7
*
*
*

w
in

d
fo

r
e
c
a
s
t

-3
9
.4

4
4
*
*
*

-3
9
.4

9
4
*
*
*

-3
9
.4

4
4
*
*
*

-3
9
.4

9
4
*
*
*

-3
9
.4

4
4
*
*
*

-3
9
.4

9
4
*
*
*

-3
9
.4

4
4
*
*
*

-3
9
.4

9
4
*
*
*

q
o
t
h
e
r

R
E
E

-3
5
.7

0
5
*
*
*

-3
5
.7

1
5
*
*
*

-1
1
.8

5
9
*
*
*

-1
1
.8

9
7
*
*
*

-3
5
.7

0
5
*
*
*

-3
5
.7

1
5
*
*
*

-3
8
.4

5
5
*
*
*

-3
8
.4

3
9
*
*
*

s
r

t
o
t
a
l

-4
0
.3

5
8
*
*
*

-4
0
.4

2
6
*
*
*

-2
8
.6

4
6
*
*
*

-2
8
.7

2
6
*
*
*

-4
0
.3

5
8
*
*
*

-4
0
.4

2
6
*
*
*

-4
0
.3

5
4
*
*
*

-4
0
.4

2
3
*
*
*

q
h
y
d
r
o

-1
3
.4

4
4
*
*
*

-1
3
.7

2
9
*
*
*

-1
0
.1

9
2
*
*
*

-1
0
.7

9
8
*
*
*

-3
3
.9

9
8
*
*
*

-3
3
.9

8
6
*
*
*

-3
5
.4

8
9
*
*
*

-3
5
.6

4
3
*
*
*

q
p
u
m

p
-3

4
.1

5
7
*
*
*

-3
4
.1

7
2
*
*
*

-3
4
.1

5
7
*
*
*

-3
4
.1

7
2
*
*
*

-3
9
.7

5
2
*
*
*

-3
9
.7

5
2
*
*
*

-3
9
.7

5
2
*
*
*

-3
9
.7

5
2
*
*
*

q
n
u
c
le

a
r

-9
.9

1
2
*
*
*

-1
0
.2

1
5
*
*
*

-8
.5

4
1
*
*
*

-9
.2

3
1
*
*
*

-4
5
.7

4
8
*
*
*

-4
6
.3

7
1
*
*
*

-4
7
.0

4
4
*
*
*

-4
8
.7

3
7
*
*
*

q
c
o
a
l

-1
3
.5

1
9
*
*
*

-1
3
.5

3
1
*
*
*

-7
.6

9
2
*
*
*

-7
.7

4
2
*
*
*

-3
9
.0

0
2
*
*
*

-3
9
.0

0
8
*
*
*

-3
8
.8

5
5
*
*
*

-3
8
.8

5
9
*
*
*

q
c
c

-1
2
.1

3
2
*
*
*

-1
2
.2

1
5
*
*
*

-9
.5

2
6
*
*
*

-9
.8

5
1
*
*
*

-3
8
.1

3
9
*
*
*

-3
8
.1

6
9
*
*
*

-4
0
.2

1
3
*
*
*

-4
0
.5

5
6
*
*
*

q
fu

e
lg

a
s

-1
1
.3

9
7
*
*
*

-1
1
.4

9
7
*
*
*

-9
.8

1
9
*
*
*

-1
1
.3

5
5
*
*
*

-3
5
.3

8
9
*
*
*

-3
5
.4

1
0
*
*
*

-3
4
.7

5
3
*
*
*

-3
5
.7

3
0
*
*
*

b
r
e
n
t

-1
.2

9
9

-1
.7

3
9

-1
.2

9
9

-1
.7

3
9

-1
.2

8
3

-1
.6

7
9

-1
.2

8
3

-1
.6

7
9

t
t
f
p
r
ic

e
-2

.6
8
3
*

-2
.8

9
5

-2
.4

2
0

-2
.6

6
4

-2
.7

1
6
*

-2
.9

2
7

-2
.5

7
1
*

-2
.7

8
4

u
x
c

p
r
ic

e
-3

.9
5
0
*
*
*

-3
.7

1
7
*
*

-3
.9

5
0
*
*
*

-3
.7

1
7
*
*

-3
.9

3
7
*
*
*

-3
.5

3
8
*
*

-3
.9

3
7
*
*
*

-3
.5

3
8
*
*

e
u
a

w
p
r
ic

e
-1

.8
4
0

-1
.4

2
8

-1
.8

4
0

-1
.4

2
8

-1
.8

1
9

-1
.3

9
3

-1
.8

1
9

-1
.3

9
3

c
o
a
l
in

d
e
x

-1
.6

2
9

-1
.6

2
4

-1
.5

5
8

-1
.5

5
0

-1
.3

8
0

-1
.3

9
0

-1
.4

0
1

-1
.4

1
2

d
.b

r
e
n
t

-4
2
.0

3
1
*
*
*

-4
2
.0

2
7
*
*
*

-4
2
.0

3
1
*
*
*

-4
2
.0

2
7
*
*
*

-4
2
.0

3
1
*
*
*

-4
2
.0

2
7
*
*
*

-4
2
.0

3
1
*
*
*

-4
2
.0

2
7
*
*
*

d
.u

x
c

p
r
ic

e
-1

0
.6

2
6
*
*
*

-1
0
.7

1
1
*
*
*

-1
0
.6

2
6
*
*
*

-1
0
.7

1
1
*
*
*

-4
2
.8

0
3
*
*
*

-4
2
.8

6
7
*
*
*

-4
2
.8

0
3
*
*
*

-4
2
.8

6
7
*
*
*

d
.t
t
f
p
r
ic

e
-2

6
.9

2
1
*
*
*

-2
6
.9

2
2
*
*
*

-2
6
.9

2
1
*
*
*

-2
6
.9

2
2
*
*
*

-4
3
.7

0
1
*
*
*

-4
3
.6

9
4
*
*
*

-4
3
.7

0
1
*
*
*

-4
3
.6

9
4
*
*
*

d
.e

u
a

w
p
r
ic

e
-4

0
.8

8
4
*
*
*

-4
0
.9

1
8
*
*
*

-4
0
.8

8
4
*
*
*

-4
0
.9

1
8
*
*
*

-4
0
.8

8
4
*
*
*

-4
0
.9

1
8
*
*
*

-4
0
.8

8
4
*
*
*

-4
0
.9

1
8
*
*
*

p
r
e
c
ip

it
a
t
io

n
-1

8
.1

8
8
*
*
*

-1
9
.0

0
4
*
*
*

-4
.1

2
0
*
*
*

-4
.4

4
9
*
*
*

-2
1
.4

4
9
*
*
*

-2
2
.3

2
4
*
*
*

-2
9
.9

6
8
*
*
*

-3
0
.0

1
9
*
*
*

t
e
m

p
e
r
a
t
u
r
e

-4
.0

2
3
*
*
*

-3
.9

9
1
*
*
*

-4
.0

2
3
*
*
*

-3
.9

9
1
*
*
*

-4
.6

4
9
*
*
*

-4
.6

2
3
*
*
*

-4
.6

4
9
*
*
*

-4
.6

2
3
*
*
*

in
d

p
r
o
d

-1
.1

2
8

-1
.1

0
9

-1
.1

2
8

-1
.1

0
9

-1
.1

2
6

-1
.1

1
2

-1
.1

2
6

-1
.1

1
2

d
.i
n
d

p
r
o
d

-3
0
.2

2
2
*
*
*

-3
0
.2

2
4
*
*
*

-3
0
.2

2
2
*
*
*

-3
0
.2

2
4
*
*
*

-4
2
.7

1
4
*
*
*

-4
2
.7

1
3
*
*
*

-4
2
.7

1
4
*
*
*

-4
2
.7

1
3
*
*
*

N
u

ll
h
y
p

o
th

es
is

:
v
a
ri

a
b

le
co

n
ta

in
s

a
u

n
it

ro
o
t

-
le

v
el

o
f

S
ig

n
ifi

ca
n

ce
:

*
p
<

0
.1

;
*
*
p
<

0
.0

5
;

*
*
*
p
<

0
.0

1

32



PREVIOUS DISCUSSION PAPERS 

 

104 Böckers, Veit, Giessing, Leonie and Rösch, Jürgen, The Green Game Changer: An 
Empirical Assessment of the Effects of Wind and Solar Power on the Merit Order, 
August 2013. 

103 Haucap, Justus and Muck, Johannes, What Drives the Relevance and Reputation of 
Economics Journals? An Update from a Survey among Economists, August 2013. 

102 Jovanovic, Dragan and Wey, Christian, Passive Partial Ownership, Sneaky 
Takeovers, and Merger Control, August 2013. 

101 Haucap, Justus, Heimeshoff, Ulrich, Klein, Gordon J., Rickert, Dennis and Wey, 
Christian, Inter-Format Competition among Retailers – The Role of Private Label 
Products in Market Delineation, August 2013. 

100 Normann, Hans-Theo, Requate, Till and Waichman, Israel, Do Short-Term Laboratory 
Experiments Provide Valid Descriptions of Long-Term Economic Interactions? A 
Study of Cournot Markets, July 2013.                                                                 
Forthcoming in: Experimental Economics. 

99 Dertwinkel-Kalt, Markus, Haucap, Justus and Wey, Christian, Input Price 
Discrimination (Bans), Entry and Welfare, June 2013. 

98 Aguzzoni, Luca, Argentesi, Elena, Ciari, Lorenzo, Duso, Tomaso and Tognoni, 
Massimo, Ex-post Merger Evaluation in the UK Retail Market for Books, June 2013. 

97 Caprice, Stéphane and von Schlippenbach, Vanessa, One-Stop Shopping as a 
Cause of Slotting Fees: A Rent-Shifting Mechanism, May 2012.                           
Published in: Journal of Economics and Management Strategy, 22 (2013), pp. 468-487. 

96 Wenzel, Tobias, Independent Service Operators in ATM Markets, June 2013. 
Forthcoming in: Scottish Journal of Political Economy.  

95 Coublucq, Daniel, Econometric Analysis of Productivity with Measurement Error: 
Empirical Application to the US Railroad Industry, June 2013. 

94 Coublucq, Daniel, Demand Estimation with Selection Bias: A Dynamic Game  
Approach with an Application to the US Railroad Industry, June 2013. 

93 Baumann, Florian and Friehe, Tim, Status Concerns as a Motive for Crime?,          
April 2013. 

92 Jeitschko, Thomas D. and Zhang, Nanyun, Adverse Effects of Patent Pooling on 
Product Development and Commercialization, April 2013. 

91 Baumann, Florian and Friehe, Tim, Private Protection Against Crime when Property 
Value is Private Information, April 2013.                                                            
Published in: International Review of Law and Economics, 35 (2013), pp. 73-79. 

90 Baumann, Florian and Friehe, Tim, Cheap Talk About the Detection Probability,     
April 2013.                                                                                                      
Forthcoming in: International Game Theory Review. 

89 Pagel, Beatrice and Wey, Christian, How to Counter Union Power? Equilibrium 
Mergers in International Oligopoly, April 2013. 

88 Jovanovic, Dragan, Mergers, Managerial Incentives, and Efficiencies, April 2013. 



87 Heimeshoff, Ulrich and Klein Gordon J., Bargaining Power and Local Heroes,     
March 2013. 

86 Bertschek, Irene, Cerquera, Daniel and Klein, Gordon J., More Bits – More Bucks? 
Measuring the Impact of Broadband Internet on Firm Performance, February 2013. 
Forthcoming in: Information Economics and Policy. 

85 Rasch, Alexander and Wenzel, Tobias, Piracy in a Two-Sided Software Market, 
February 2013.                                                                                                          
Published in: Journal of Economic Behavior & Organization, 88 (2013), pp. 78-89. 

84 Bataille, Marc and Steinmetz, Alexander, Intermodal Competition on Some Routes in 
Transportation Networks: The Case of Inter Urban Buses and Railways,           
January 2013. 

83 Haucap, Justus and Heimeshoff, Ulrich, Google, Facebook, Amazon, eBay: Is the 
Internet Driving Competition or Market Monopolization?, January 2013.      
Forthcoming in: International Economics and Economic Policy. 

82 Regner, Tobias and Riener, Gerhard, Voluntary Payments, Privacy and Social 
Pressure on the Internet: A Natural Field Experiment, December 2012. 

81 Dertwinkel-Kalt, Markus and Wey, Christian, The Effects of Remedies on Merger 
Activity in Oligopoly, December 2012. 

80 Baumann, Florian and Friehe, Tim, Optimal Damages Multipliers in Oligopolistic 
Markets, December 2012. 

79 Duso, Tomaso, Röller, Lars-Hendrik and Seldeslachts, Jo, Collusion through Joint 
R&D: An Empirical Assessment, December 2012.                                        
Forthcoming in: The Review of Economics and Statistics. 

78 Baumann, Florian and Heine, Klaus, Innovation, Tort Law, and Competition, 
December 2012.                                                                                                      
Forthcoming in: Journal of Institutional and Theoretical Economics. 

77 Coenen, Michael and Jovanovic, Dragan, Investment Behavior in a Constrained 
Dictator Game, November 2012. 

76 Gu, Yiquan and Wenzel, Tobias, Strategic Obfuscation and Consumer Protection 
Policy in Financial Markets: Theory and Experimental Evidence, November 2012. 
Forthcoming in: Journal of Industrial Economics under the title “Strategic Obfuscation and 
Consumer Protection Policy”. 

75 Haucap, Justus, Heimeshoff, Ulrich and Jovanovic, Dragan, Competition in 
Germany’s Minute Reserve Power Market: An Econometric Analysis,            
November 2012.                                                                                               
Forthcoming in: The Energy Journal. 

74 Normann, Hans-Theo, Rösch, Jürgen and Schultz, Luis Manuel, Do Buyer Groups 
Facilitate Collusion?, November 2012. 

73 Riener, Gerhard and Wiederhold, Simon, Heterogeneous Treatment Effects in 
Groups, November 2012. 

72 Berlemann, Michael and Haucap, Justus, Which Factors Drive the Decision to Boycott 
and Opt Out of Research Rankings? A Note, November 2012. 

71 Muck, Johannes and Heimeshoff, Ulrich, First Mover Advantages in Mobile 
Telecommunications: Evidence from OECD Countries, October 2012. 



70 Karaçuka, Mehmet, Çatik, A. Nazif and Haucap, Justus, Consumer Choice and Local 
Network Effects in Mobile Telecommunications in Turkey, October 2012.          
Published in: Telecommunications Policy, 37 (2013), pp. 334-344. 

69 Clemens, Georg and Rau, Holger A., Rebels without a Clue? Experimental Evidence 
on Partial Cartels, April 2013 (First Version October 2012). 

68 Regner, Tobias and Riener, Gerhard, Motivational Cherry Picking, September 2012. 

67 Fonseca, Miguel A. and Normann, Hans-Theo, Excess Capacity and Pricing in 
Bertrand-Edgeworth Markets: Experimental Evidence, September 2012.         
Published in: Journal of Institutional and Theoretical Economics, 169 (2013), pp. 199-228. 

66 Riener, Gerhard and Wiederhold, Simon, Team Building and Hidden Costs of Control, 
September 2012. 

65 Fonseca, Miguel A. and Normann, Hans-Theo, Explicit vs. Tacit Collusion – The 
Impact of Communication in Oligopoly Experiments, August 2012.                  
Published in: European Economic Review, 56 (2012), pp. 1759-1772. 

64 Jovanovic, Dragan and Wey, Christian, An Equilibrium Analysis of Efficiency Gains 
from Mergers, July 2012. 

63 Dewenter, Ralf, Jaschinski, Thomas and Kuchinke, Björn A., Hospital Market 
Concentration and Discrimination of Patients, July 2012. 

62 Von Schlippenbach, Vanessa and Teichmann, Isabel, The Strategic Use of Private 
Quality Standards in Food Supply Chains, May 2012.                                       
Published in: American Journal of Agricultural Economics, 94 (2012), pp. 1189-1201. 

61 Sapi, Geza, Bargaining, Vertical Mergers and Entry, July 2012. 

60 Jentzsch, Nicola, Sapi, Geza and Suleymanova, Irina, Targeted Pricing and Customer 
Data Sharing Among Rivals, July 2012.                                                                
Published in: International Journal of Industrial Organization, 31 (2013), pp. 131-144. 

59 Lambarraa, Fatima and Riener, Gerhard, On the Norms of Charitable Giving in Islam: 
A Field Experiment, June 2012. 

58 Duso, Tomaso, Gugler, Klaus and Szücs, Florian, An Empirical Assessment of the  
2004 EU Merger Policy Reform, June 2012.                                                  
Forthcoming in: Economic Journal. 

57 Dewenter, Ralf and Heimeshoff, Ulrich, More Ads, More Revs? Is there a Media Bias 
in the Likelihood to be Reviewed?, June 2012. 

56 Böckers, Veit, Heimeshoff, Ulrich and Müller Andrea, Pull-Forward Effects in the 
German Car Scrappage Scheme: A Time Series Approach, June 2012. 

55 Kellner, Christian and Riener, Gerhard, The Effect of Ambiguity Aversion on Reward 
Scheme Choice, June 2012. 

54 De Silva, Dakshina G., Kosmopoulou, Georgia, Pagel, Beatrice and Peeters, Ronald, 
The Impact of Timing on Bidding Behavior in Procurement Auctions of Contracts with 
Private Costs, June 2012.                                                                                   
Published in: Review of Industrial Organization, 41 (2013), pp.321-343. 

53 Benndorf, Volker and Rau, Holger A., Competition in the Workplace: An Experimental 
Investigation, May 2012. 



52 Haucap, Justus and Klein, Gordon J., How Regulation Affects Network and Service 
Quality in Related Markets, May 2012.                                                                     
Published in: Economics Letters, 117 (2012), pp. 521-524. 

51 Dewenter, Ralf and Heimeshoff, Ulrich, Less Pain at the Pump? The Effects of 
Regulatory Interventions in Retail Gasoline Markets, May 2012. 

50 Böckers, Veit and Heimeshoff, Ulrich, The Extent of European Power Markets,      
April 2012. 

49 Barth, Anne-Kathrin and Heimeshoff, Ulrich, How Large is the Magnitude of Fixed-
Mobile Call Substitution? - Empirical Evidence from 16 European Countries,          
April 2012. 

48 Herr, Annika and Suppliet, Moritz, Pharmaceutical Prices under Regulation: Tiered 
Co-payments and Reference Pricing in Germany, April 2012. 

47 Haucap, Justus and Müller, Hans Christian, The Effects of Gasoline Price 
Regulations: Experimental Evidence, April 2012. 

46 Stühmeier, Torben, Roaming and Investments in the Mobile Internet Market,        
March 2012.                                                                                                       
Published in: Telecommunications Policy, 36 (2012), pp. 595-607.                                                                

45  Graf, Julia, The Effects of Rebate Contracts on the Health Care System, March 2012, 
Forthcoming in: The European Journal of Health Economics. 

44 Pagel, Beatrice and Wey, Christian, Unionization Structures in International Oligopoly, 
February 2012.                                                                                                               
Published in: Labour: Review of Labour Economics and Industrial Relations, 27 (2013),         
pp. 1-17. 

43 Gu, Yiquan and Wenzel, Tobias, Price-Dependent Demand in Spatial Models, 
January 2012.                                                                                                            
Published in: B. E. Journal of Economic Analysis & Policy,12 (2012), Article 6.   

42 Barth, Anne-Kathrin and Heimeshoff, Ulrich, Does the Growth of Mobile Markets 
Cause the Demise of Fixed Networks? – Evidence from the European Union,  
January 2012. 

41 Stühmeier, Torben and Wenzel, Tobias, Regulating Advertising in the Presence of 
Public Service Broadcasting, January 2012.                                                     
Published in: Review of Network Economics, 11, 2 (2012), Article 1. 

40 Müller, Hans Christian, Forecast Errors in Undisclosed Management Sales Forecasts: 
The Disappearance of the Overoptimism Bias, December 2011. 

39 Gu, Yiquan and Wenzel, Tobias, Transparency, Entry, and Productivity,         
November 2011.                                                                                                     
Published in: Economics Letters, 115 (2012), pp. 7-10. 

38 Christin, Clémence, Entry Deterrence Through Cooperative R&D Over-Investment, 
November 2011.                                                                                                  
Forthcoming in: Louvain Economic Review. 

37 Haucap, Justus, Herr, Annika and Frank, Björn, In Vino Veritas: Theory and Evidence 
on Social Drinking, November 2011.                                                                             
In a modified version forthcoming in: European Journal of Law and Economics. 



36 Barth, Anne-Kathrin and Graf, Julia, Irrationality Rings! – Experimental Evidence on 
Mobile Tariff Choices, November 2011. 

35 Jeitschko, Thomas D. and Normann, Hans-Theo, Signaling in Deterministic and 
Stochastic Settings, November 2011.                                                                
Published in: Journal of Economic Behavior and Organization, 82 (2012), pp.39-55. 

34 Christin, Cémence, Nicolai, Jean-Philippe and Pouyet, Jerome, The Role of 
Abatement Technologies for Allocating Free Allowances, October 2011. 

33 Keser, Claudia, Suleymanova, Irina and Wey, Christian, Technology Adoption in 
Markets with Network Effects: Theory and Experimental Evidence, October 2011. 
Published in: Information Economics and Policy, 24 (2012), pp. 262-276. 

32 Çatik, A. Nazif and Karaçuka, Mehmet, The Bank Lending Channel in Turkey: Has it 
Changed after the Low Inflation Regime?, September 2011.                             
Published in: Applied Economics Letters, 19 (2012), pp. 1237-1242.                         

31 Hauck, Achim, Neyer, Ulrike and Vieten, Thomas, Reestablishing Stability and 
Avoiding a Credit Crunch: Comparing Different Bad Bank Schemes, August 2011. 

30 Suleymanova, Irina and Wey, Christian, Bertrand Competition in Markets with 
Network Effects and Switching Costs, August 2011.                                         
Published in: B. E. Journal of Economic Analysis & Policy, 11 (2011), Article 56. 

29 Stühmeier, Torben, Access Regulation with Asymmetric Termination Costs,           
July 2011.                                                                                                           
Published in: Journal of Regulatory Economics, 43 (2013), pp. 60-89. 

28 Dewenter, Ralf, Haucap, Justus and Wenzel, Tobias, On File Sharing with Indirect 
Network Effects Between Concert Ticket Sales and Music Recordings, July 2011.  
Published in: Journal of Media Economics, 25 (2012), pp. 168-178. 

27 Von Schlippenbach, Vanessa and Wey, Christian, One-Stop Shopping Behavior, 
Buyer Power, and Upstream Merger Incentives, June 2011. 

26 Balsmeier, Benjamin, Buchwald, Achim and Peters, Heiko, Outside Board 
Memberships of CEOs: Expertise or Entrenchment?, June 2011. 

25 Clougherty, Joseph A. and Duso, Tomaso, Using Rival Effects to Identify Synergies 
and Improve Merger Typologies, June 2011.                                                     
Published in: Strategic Organization, 9 (2011), pp. 310-335. 

24 Heinz, Matthias, Juranek, Steffen and Rau, Holger A., Do Women Behave More 
Reciprocally than Men? Gender Differences in Real Effort Dictator Games,            
June 2011.                                                                                                         
Published in: Journal of Economic Behavior and Organization, 83 (2012), pp. 105‐110. 

23 Sapi, Geza and Suleymanova, Irina, Technology Licensing by Advertising Supported 
Media Platforms: An Application to Internet Search Engines, June 2011.          
Published in: B. E. Journal of Economic Analysis & Policy, 11 (2011), Article 37. 

22 Buccirossi, Paolo, Ciari, Lorenzo, Duso, Tomaso, Spagnolo Giancarlo and Vitale, 
Cristiana, Competition Policy and Productivity Growth: An Empirical Assessment,  
May 2011.                                                                                                      
Forthcoming in: The Review of Economics and Statistics. 

21 Karaçuka, Mehmet and Çatik, A. Nazif, A Spatial Approach  to Measure Productivity 
Spillovers of Foreign Affiliated Firms in Turkish Manufacturing Industries, May 2011. 
Published in: The Journal of Developing Areas, 46 (2012), pp. 65-83. 



20  Çatik, A. Nazif and Karaçuka, Mehmet, A Comparative  Analysis of Alternative 
Univariate Time Series Models in Forecasting Turkish Inflation, May 2011.     
Published in: Journal of Business Economics and Management, 13 (2012), pp. 275-293. 

19 Normann, Hans-Theo and Wallace, Brian, The Impact of the Termination Rule on 
Cooperation in a Prisoner’s Dilemma Experiment, May 2011.                              
Published in: International Journal of Game Theory, 41 (2012), pp. 707-718. 

18  Baake, Pio and von Schlippenbach, Vanessa, Distortions in Vertical Relations,      
April 2011.                                                                                                          
Published in: Journal of Economics, 103 (2011), pp. 149-169. 

17 Haucap, Justus and Schwalbe, Ulrich, Economic Principles of State Aid Control,   
April 2011.                                                                                                      
Forthcoming in: F. Montag & F. J. Säcker (eds.), European State Aid Law: Article by Article 
Commentary, Beck: München 2012. 

16 Haucap, Justus and Heimeshoff, Ulrich, Consumer Behavior towards On-net/Off-net 
Price Differentiation, January 2011.                                                                          
Published in: Telecommunication Policy, 35 (2011), pp. 325-332. 

15 Duso, Tomaso, Gugler, Klaus and Yurtoglu, Burcin B., How Effective is European 
Merger Control? January 2011.                                                                                              
Published in: European Economic Review, 55 (2011), pp. 980‐1006. 

14 Haigner, Stefan D., Jenewein, Stefan, Müller, Hans Christian and Wakolbinger, 
Florian, The First shall be Last: Serial Position Effects in the Case Contestants 
evaluate Each Other, December 2010.                                                                   
Published in: Economics Bulletin, 30 (2010), pp. 3170-3176. 

13 Suleymanova, Irina and Wey, Christian, On the Role of Consumer Expectations in 
Markets with Network Effects, November 2010.                                                
Published in: Journal of Economics, 105 (2012), pp. 101-127. 

12 Haucap, Justus, Heimeshoff, Ulrich and Karaçuka, Mehmet, Competition in the 
Turkish Mobile Telecommunications Market: Price Elasticities and Network 
Substitution, November 2010.                                                                             
Published in: Telecommunications Policy, 35 (2011), pp. 202-210. 

11 Dewenter, Ralf, Haucap, Justus and Wenzel, Tobias, Semi-Collusion in Media 
Markets, November 2010.                                                                                          
Published in: International Review of Law and Economics, 31 (2011), pp. 92-98. 

10 Dewenter, Ralf and Kruse, Jörn, Calling Party Pays or Receiving Party Pays? The   
Diffusion of Mobile Telephony with Endogenous Regulation, October 2010.             
Published in: Information Economics and Policy, 23 (2011), pp. 107-117. 

09 Hauck, Achim and Neyer, Ulrike, The Euro Area Interbank Market and the Liquidity 
Management of the Eurosystem in the Financial Crisis, September 2010. 

08 Haucap, Justus, Heimeshoff, Ulrich and Schultz, Luis Manuel, Legal and Illegal 
Cartels in Germany between 1958 and 2004, September 2010.                         
Published in: H. J. Ramser & M. Stadler (eds.), Marktmacht. Wirtschaftswissenschaftliches 
Seminar Ottobeuren, Volume 39, Mohr Siebeck: Tübingen 2010, pp. 71-94. 

07 Herr, Annika, Quality and Welfare in a Mixed Duopoly with Regulated Prices: The 
Case of a Public and a Private Hospital, September 2010.                                
Published in: German Economic Review, 12 (2011), pp. 422-437. 



06 Blanco, Mariana, Engelmann, Dirk and Normann, Hans-Theo, A Within-Subject 
Analysis of Other-Regarding Preferences, September 2010.                                  
Published in: Games and Economic Behavior, 72 (2011), pp. 321-338. 

05 Normann, Hans-Theo, Vertical Mergers, Foreclosure and Raising Rivals’ Costs – 
Experimental Evidence, September 2010.                                                               
Published in: The Journal of Industrial Economics, 59 (2011), pp. 506-527. 

04 Gu, Yiquan and Wenzel, Tobias, Transparency, Price-Dependent Demand and 
Product Variety, September 2010.                                                                         
Published in: Economics Letters, 110 (2011), pp. 216-219. 

03 Wenzel, Tobias, Deregulation of Shopping Hours: The Impact on Independent 
Retailers and Chain Stores, September 2010.                                                   
Published in: Scandinavian Journal of Economics, 113 (2011), pp. 145-166. 

02 Stühmeier, Torben and Wenzel, Tobias, Getting Beer During Commercials: Adverse 
Effects of Ad-Avoidance, September 2010.                                                          
Published in: Information Economics and Policy, 23 (2011), pp. 98-106. 

01  Inderst, Roman and Wey, Christian, Countervailing Power and Dynamic Efficiency, 
September 2010.                                                                                               
Published in: Journal of the European Economic Association, 9 (2011), pp. 702-720. 

 



 

 

ISSN 2190-9938 (online) 
ISBN 978-3-86304-103-8 
 


