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Abstract

The rational expectations efficient market model of the exchange rate
has failed empirically. In this paper we develop a model of the exchange
rate in which agents use simple forecasting rules. Based on an ex post
evaluation of the relative profitability of these rules they decide whether
to switch or not. In addition, transactions costs in the goods market are
introduced. We show that this simple model creates great complexity
in the market which is characterised by the fact that the exchange rate
is disconnected from its fundamental most of the time. Finally we show
that this model mimicks most of the empirical puzzles uncovered in the
literature.
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1 Introduction

The rational expectations efficient market model developed during the 1970s has
dominated our thinking about exchange rates. This model led to the following
propositions. First, exchange rate changes can only occur because of unexpected
movements (news) in the underlying fundamental economic variables (inflation,
output growth, interest rates, etc.). Second, the link between exchange rates
and fundamentals is a stable one. Well-known examples of the rational ex-
pectation efficient market model is the monetary model, the Dornbusch model
(Dornbusch(1976)) and the portfolio balance model. Although these models
continue to be popular and maintain a prominent place in textbooks, they have
failed empirically. The most notorious empirical rejection was made by Meese
and Rogoff at the beginning of the 1980s (Meese and Rogoff(1983)). This led
to a large empirical literature that uncovered a number of empirical puzzles
concerning the behaviour of the exchange rate, which could not be explained by
the ‘news’ models.

The first and foremost empirical puzzle has been called the “disconnect”
puzzle, i.e. the exchange rate appears to be disconnected from its underly-
ing fundamentals most of the time. Goodhart (1989), Goodhart and Figlioli
(1991) and more recently Faust et al. (2003) found that most of the changes in
the exchange rates occur when there is no observable news in the fundamental
economic variables.

Other empirical anomalies have been uncovered over the years. One is the
puzzle of “excess volatility” of the exchange rate, i.e. the volatility of the ex-
change rate by far exceeds the volatility of the underlying economic variables
(Baxter and Stockman (1989) and Flood and Rose (1995)).

Another puzzle is that the distribution of the exchange rate returns is not
normal. Most of the empirical findings document that the exchange rate returns
have fat tails (see de Vries(2001), Lux T. (1997, 1998), Lux and Marchesi (1999,
2000). This evidence is difficult to rationalise in existing exchange rate models,
since there is little evidence of fat tails in the fundamental variables that drive
the exchange rate in these models.

The empirical failure of the exchange rate models of the 1970s has led to
new attempts to model the exchange rate. These attempts have led to three
different modelling approaches. The first one uses the Obstfeld—Rogoff frame-
work of dynamic utility optimisation of a representative agent. This approach
although promising is still waiting for empirical confirmation (Obstfeld and Ro-
goff (1996)).

A second approach starts from the analysis of the microstructure of the for-
eign exchange market (Evans and Lyons (1999), Lyons (2001)). This approach
has led to new insights into the way information is aggregated and is important
for the understanding of the short-term behaviour of the exchange rate.

Finally, a third approach recognises that heterogeneous agents have different
beliefs about the behaviour of the exchange rate. These different beliefs intro-
duce non-linear features in the dynamics of the exchange rate. This approach
was developed mainly in the context of stock prices (Kirman (1993), Brock and



Hommes(1997), (1998), Lux (1998), Le Baron, et al.(1999), Gaunersdorfer and
Hommes(2003)). Our paper is based on this third approach.

Recently, heterogeneity of agents has also been introduced in rational expec-
tations models. (See e.g. Bacchetta and van Wincoop(2003)). The implication
of rational expectations in models with heterogeneous agents is that it creates
“infinite regress”, i.e. the exchange rate depends on the expectations of other
agents’ expectations, which depends on the expectations of the expectations of
other agents’ expectations, and so on, ad infinitum. This leads to intractable
mathematical problems except under very restrictive simplifying assumptions.
Although this approach is intellectually satisfying, it is unclear that it is a good
representation of what agents do in the exchange market. It requires these
agents to solve a mathematical problem to which mathematicians have as yet
been unable to give a general solution. This seems to us as imposing too large
an informational burden on individual agents.

Our approach contrasts with this rational expectations approach in that
agents use simple rules, the “fitness” of which is then controlled ex post by
checking their profitability, and by switching to the more profitable rules. We
will use the switching mechanism introduced by Brock and Hommes in their
seminal article to formalize this idea (see Brock and Hommes(1997)). In ad-
dition, we make use of the recent empirical evidence, which has stressed the
importance of transactions costs in the goods market for our understanding of
the dynamics of exchange rate adjustments (Michael, Nobay, Peel (1997), O’
Connell (1998), Obstfeld and Rogoff (2000), Engel(2000) and Kilian and Taylor
(2001)). We show that our model is capable of replicating the empirical puz-
zles and anomalies uncovered in the last decade by the empirical exchange rate
literature.

The paper is organised as follows. In section 2 we present the theoretical
model. In sections 3 ,4, and 5 we analyse its features, while in sections 6 , 7 and
8 we analyse its empirical predictions.We conclude in section 9.

2 The model

In this section we develop a simple non-linear model of the exchange rate. The
model consists of three building blocks. First, agents decide the optimal portfo-
lio using a mean-variance utility framework. Second, they make forecasts about
the future exchange rate based on simple rules. Third, they evaluate these rules
ex-post by comparing their risk-adjusted profitability (Brock-Hommes(1997)).

2.1 The optimal portfolio

We assume agents of different types i depending on their beliefs about the future
exchange rate. Each agent can invest in two assets, a domestic and a foreign
one. The agents’ utility function can be represented by the following equation:

U(Wi) = Bi(Wi) — 5uVi (i) (1)



where Wfﬂ is the wealth of agent of type i at time t+1, E! is the expectation
operator of agent of type 7, u is the coefficient of risk aversion and V;' (W}, ;)
represents the conditional variance of wealth of agent i. The wealth is specified
as follows:

t1 = (1 4+7")spad;  + (1 +7) (WtZ - Stdi,t> (2)

where r and r* are respectively the domestic and the foreign interest rates, s;11
is the exchange rate at time t+1, d;: represents the holdings of the foreign
assets by agent of type i at time t. Thus, the first term on the right-hand side
of 2 represents the value of the foreign portfolio in domestic currency at time
t+1 while the second term represents the value of the domestic portfolio at time
t+1.

Substituting equation 2 in 1 and maximising the utility with respect to d; +
allows us to derive the optimal holding of foreign assets by agents of type i :

(1+7*) Bf (5141) = (1L +7) 8¢
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(3)

where 07, = (1 + 7*)?V(st11). Thus, the optimal holdings of the foreign
asset depend on both the heterogenous beliefs about the future level of the
exchange rate and its variance. Note that our model is more general than the
influential model of Brock and Hommes(1997,1998) who studied the case of
constant and equal variances for all types of agents!.

The market demand for foreign assets at time t is the sum of the individual
demands, i.e.:

N
Zni,tdi,t =Dy 4)
i=1

where n; ; is the number of agents of type i.
Market equilibrium implies that the market demand is equal to the market
supply X; which we assume to be exogenous?. Thus,

X, =D, (5)

Substituting the optimal holdings into the market demand and then into the
market equilibrium equation and solving for the exchange rate s; yields the
market clearing exchange rate:

1+ r* 1 N Etl (St+1)
St = 1 N Zme — QtXt (6)
+r 5 wie |55 Oit
i=1 it

! Gaunersdorfer(2000) extended the Brock-Hommes model by allowing time varying but
homogenous beliefs concerning the variances. Chiarella and He(2002) extended the model to
allow for time varying and heterogenous beliefs about varainces.

2The market supply is determined by the net current account and by the sales or purchases
of foreign exchange of the central bank. We assume both to be exogenous. In an extension of
this paper we intend to endogenise the market supply.




where w; ; = —— is the weight of agent i, and Q; = ——L£——. In the

Zlm,t (1+47*) ;1 Nt
following we will set r = r*.

2.2 The forecasting rules

We assume that there are two types of agents: chartists (technical traders) and
fundamentalists. Here we specify how fundamentalists and chartists form their
expectations of the future exchange rate. Then we will specify how they take
into account the risk as measured by the variances.

The fundamentalists base their forecast on a comparison between the market
and the fundamental exchange rate, i.e. they forecast the market rate to return
to the fundamental rate in the future. In this sense they use a negative feedback
rule that introduces a mean reverting dynamics in the exchange rate. The speed
with which the market exchange rate returns to the fundamental is assumed to
be determined by the speed of adjustment in the goods market. Thus, the
forecasting rule for the fundamentalists is:

Etf (Asi1) = =9 (Stfl - 5f—1) (7)

where s;_; is the fundamental exchange rate at time ¢ — 1 , which is
assumed to follow a random walk and 0 < ¥ < 1. Note the timing of the
information set. In the Walrasian market equilibrium framework used here, the
market clearing exchange rate depends on forecasts of s;y1. When forming this
forecast agents have not yet observed s; . As a result, they use the most recent
observed exchange rate, s;_1.

In addition, the fundamentalists take the existence of transaction costs in
the goods market into account. There is an increasing body of theoretical liter-
ature stressing the importance of transactions costs in the goods markets as a
source of non-linearity in the determination of the exchange rate (Dumas(1992),
Sercu, Uppal and Van Hulle(1995), Obstfeld and Rogoff(2000)). The importance
of transaction costs in the goods markets has also been confirmed empirically
(Taylor, Peel, and Sarno(2001), Kilian and Taylor(2001)). In addition, it should
also be remembered that a large component of most tradable goods has a lo-
cal service component which increases the transaction costs in trading goods
internationally (see Obstfeld and Rogoff(2000)).

We therefore introduce these transaction costs into the model and we assume
that the fundamentalists behave differently depending on whether the exchange
rate is within or outside the transaction costs band. When the exchange rate
deviation from its fundamental value is larger than the costs of transacting goods
and services, C, (assumed to be of the ’iceberg’ type), the fundamentalists know
that goods arbitrage will function, thereby driving the exchange rate towards
its fundamental value. As a result, they will expect that the exchange rate will
be driven to its fundamental value in the future. Thus, they use the forecasting
rule as in equation 7. More formally,



when | s, —s; |[>C  holds, then equation 7 applies®.
However, when the exchange rate deviations from the fundamental value are
smaller than the transaction costs in the goods markets, fundamentalists know
that there is no mechanism that drives the exchange rate towards its equilibrium
value. As a result, fundamentalists expect the changes in the exchange rate to
follow a white noise process and the best they can do is to forecast no change.
More formally,
when | s —s5 |<C, then B (Asyy1) =0.
The chartists forecast the future exchange rate by extrapolating past ex-
change rate movements. Their forecasting rule can be specified as :

T
Bf (Asip1) =B cildsy (8)
i=1

Thus, the chartists compute a moving average of the past exchange rate changes
and they extrapolate this into the future exchange rate change. The degree of
extrapolation is given by the parameter 8. Note that in contrast to the fun-
damentalists they take into account information concerning the fundamental
exchange rate only indirectly, i.e. through the market exchange rate. In this
sense they can be considered to be noise traders. In a way this chartist rule can
also be seen as reflecting herding behaviour, i.e. chartists closely watch the move-
ments of the exchange rate as a way to detect "market sentiments”. If the latter
are positive, they buy; if they are negative, they sell (Brunnermeier(2001)).

Our choice to give a prominent role to chartists’ rules of forecasting is based
on empirical evidence. The evidence that chartism is used widely to make fore-
casts is overwhelming (see Cheung and Chinn(1989), Taylor and Allen(1992)).
It remains important, however, to check if the model is internally consistent. In
particular, the chartists’ forecasting rule must be shown to be profitable within
the confines of the model. If these rules turn out to be unprofitable, they will
not continue to be used. We return to this issue when we let the number of
chartists be determined by the profitability of the chartists’ forecasting rule.

We now analyse how fundamentalists and chartists evaluate the risk. The
latter is measured by the variance terms in equation 6, which we define as the
weighted average of the squared (one period ahead) forecasting errors made by
chartists and fundamentalists, respectively. Thus,

- ; 2
OF 41 = Zek Bty (8t—k41) = St—k+1] 9)
k=1

where 6, = 6(1 — 0)* are geometrically declining weights (0 < # < 1) , and
i=c,f
3Note that since ¢ < 1 market inefficiencies other than transaction costs continue to play

a role when the exchange rate moves outside the transaction costs band. As a result, these
inefficiencies prevent the exchange rate from adjusting instantaneously.




However, fundamentalists and chartists perceive the risk in a different way.
In particular the fundamentalists are assumed to take into account the deviation
of the exchange rate from the fundamental in addition to the forecasting error.
We will call the deviation of the market exchange rate from its fundamental,
the misalignment. Thus the fundamentalists’risk term can be written as:

00 7 2
>0k | Bl (st—kg1) — 8t7k+1]

2 k=1
o = 10
fit+1 1+ (St . S:)Q ( )

where (s; — s7) is the misalignment.

The logic behind this specification is that the fundamentalists consider the
fundamental exchange rate as a benchmark for computing their forecasted re-
turns. At the same time, consistently with the way in which they forecast,
fundamentalists take into account the fundamentals also when they have to
evaluate the risk associated with their forecasted exchange rate. Therefore, the
larger is the misalignment the less the fundamentalists will attach importance to
the short term volatility as measured by the one-period ahead forecasting error.
Put differently, as the misalignment increases, the fundamentalists become in-
creasingly more confident that the exchange rate will revert to its fundamental
value. As a result, their risk perception declines. In contrast, the misalignment
does not affect the risk perception of the chartists. The reason is that the latter
only take into account the past movements of the exchange rate to forecast the
exchange rate. As a result, the fundamental exchange rate plays no (direct) role
in this forecasting exercise. The logical implication is that the fundamental ex-
change rate does not play a (direct) role in determining the risk of the chartists
either.

2.3 Fitness of the rules

The next step in our analysis is to specify how agents evaluate the fitness of
these two forecasting rules. The general idea that we will follow is that agents
use one of the two rules, compare their (risk adjusted) profitability ex post and
then decide whether to keep the rule or switch to the other one. Thus, our
model is in the logic of evolutionary dynamics, in which simple decision rules
are selected. These rules will continue to be followed if they pass some ”fitness”
test (profitability test). Another way to interpret this is as follows. When great
uncertainty exists about how the complex world functions, agents use a trial
and error strategy. They try a particular forecasting rule until they find out
that other rules work better. Such a trial and error strategy can be considered
to be a rational strategy when agents cannot understand the full complexity of
the underlying model.

In order to implement this idea we use the switching mechanism as pro-
posed by Brock and Hommes(1997) which consists in making the weights of the



forecasting rules a function of the relative profitability of these rules, i.e. 4:

exp |yml, ,_
. p [yl sa] )
erp [’7772,1571] +exrp ['lef,t—l]
exp [777’](7t71]
wf,t = (12)

exp [771'{:’,571] + exp ['Wlf,tq}

where 7r/c7t_1and 7T}7t_1 are the risk adjusted profits made by technical traders’
and fundamentalists’ forecasting the exchange rate in period ¢t — 1, i.e. 7r'cn%1 =
Tet—1 — Mag,tfl and 7T/f,t—1 =Tft—1— NU?,t—l-

Equations 11 and 12 can be interpreted as follows. When the risk adjusted
profits of the technical traders’ rule increases relative to the risk adjusted net
profits of the fundamentalists rule, then the share of agents who use technical
trader rules increases in period t, and vice versa. The parameter vy measures
the intensity with which the technical traders (chartists) and fundamentalists
revise their forecasting rules. With an increasing - agents react strongly to the
relative profitability of the rules. In the limit when v goes to infinity all agents
choose the forecasting rule which proves to be more profitable. When = is equal
to zero agents are insensitive to the relative profitability of the rules. In the
latter case the fraction of technical traders and fundamentalists is constant and
equal to 0.5. Thus, « is a measure of inertia in the decision to switch to the
more profitable rule®.

We depart from the Brock-Hommes switching mechanism in the way we
define profits. Brock-Hommes define profits to be the total earnings on the
optimal foreign asset holdings. We define the profits as the one-period earnings
of investing $1 in the foreign asset. More formally,

mir =[5t (L+7") —si—1 (1 +7)] sgn [(1 + 1) Bl (s — (14 r)st,l] (13)

1 forxz>0
where sgn[z] = 0 forz=0 andi=c,f
-1 forx<0

Thus, when agents forecasted an increase in the exchange rate and this
increase is realized, their per unit profit is equal to the observed increase in the
exchange rate (corrected for the interest differential). If instead the exchange
rate declines, they make a per unit loss which equals this decline (because in
this case they have bought foreign assets which have declined in price).

4This specification of the decision rule is often used in discrete choice models. For an ap-
plication in the market for differentiated products see Anderson, de Palma, and Thisse(1992).
The idea has also been applied in financial markets by Brock and Hommes (1997). A variant
of this rules was developed by Lux(1998).

5The psychological literature reveals that there is a lot of evidence of a ”status quo bias”
in decision making (see Kahneman, Knetsch and Thaler(1991). For this reason we will not
set v = oo



We use a concept of profits per unit invested for two reasons. First, our
switching mechanism 11 and 12 selects the fittest rules. It does not select agents.
To make this clear, suppose that chartists happen to have more wealth than
fundamentalists so that their total profits exceeds the fundamentalists’ profits
despite the fact that the chartist rule happens to be less profitable (per unit
invested) than the fundamentalist rule. In this case, our switching rule will select
the fundamentalists rule although the agents who use this rule make less profits
(because their wealth happens to be small) than agents using chartist rules.
Second, in our definition of profits agents only have to use publicly available
information, i.e. the forecasting rules and the observed exchange rate changes.
They don’t have to know their competitor’s profits.

3 Solution of the model

In this section we investigate the properties of the solution of the model. We first
study its deterministic solution. This will allow us to analyse the characteristics
of the solution that are not clouded by exogenous noise. The model consists of
equations (6) to (13) together with the transaction cost condition. In general,
its non-linear structure does not allow for a simple analytical solution.

3.1 The steady state

We analyse the steady state of a simplified version of the model. For the sake
of simplicity we assume that chartists only take one lag into account®. We also
assume that transactions costs in the goods market are zero, i.e. C = 0. In
addition, we set X = 0, and normalize the fundamental rate, s; = s* = 0. We
can then write equation 6 as follows:

St =811 — Ofhsi 1+ Oc 1 F(St—1 — 5¢t—2) (14)

where / )
Wrt/OF ¢
Of = D) ! 2 (15)
wﬁt/af,t +wet /07,

and )
We, i/ 0>

01 = —— et et (16

wﬁt/O'%t + we, /02,

are the risk adjusted weights of fundamentalists and chartists, and

exp [w Fie1— udfgt}

Ujﬁt = (].7)

exp [V -1 — poz,| + exp [W fa-1 Wffl,t}

The equations 9 and 10 defining the variance terms can also be rewritten as

follows:
2

oos=(1=0)02 1 +0[Ef 5 (se-1) — 50-1]

60ne can easily add additional lags without altering the steady state analysis.

(18)




[Etf_z ($t-1) — St—l} :

2 2
=(1-6 .+ 19
Uf,t ( )Uf,t 1 1+ (st—1)2 ( )
Using the definition of the forecasting rules 7 and 8, this yields
02 =(1=0)0%, 1 +0[(1+B)s-3— 512 — 501] (20)
1_ e 2
o= (- 0y, + oI (21)

14 (8¢-1)2
With suitable changes of variables it is possible to write the system as a
6-dimensional system. Set
Ut = St—1

Ty = Utfl(: 5t72)
The 6 dynamic variables are (s, ut, T¢, Te,t, Ugm 0'? t). The state of the sys-
tem at time t—1,1.e. (S4—1,Ut—1,T4—1,2—1, Tet—1, o2, 1 U? ;1) determines the

state of the system at time ¢, i.e. (s¢, us, T, Te 0'27“ U%t) through the following
6-D dynamical system:

st=14+8-05¢+8))si—1 — (1 — Of)Bus—1 (22)

Uy = 81 (23)

T = U (24)

Tep = (8¢ — s1—1) sg [(we—1 + Blue—1 — x4-1) — se-1) (8¢ — se-1)]  (25)
02 = (1= 0)02 1 +0[(1+ Bt — wp—1 — s¢-1]° (26)

(1 — P ue1 — s0-1)°

2 2
o4, =1—-80)o%, +0 27
fit ( ) fit—1 1+ (st—1)2 ( )
where
2
wei/o
@ﬁt _ 2ﬂt/ fit _ (28)
wﬁt/af,t + we/0g,
and
exp {77Tf,t71 - #U?t}
wyp = (29)

exp [YTep—1 — po? ] + exp {W Fim1— W%t}

i1 = (8e—1 —ug—1)sgn [((1 —)xe1 —up—1)(5¢-1 — us—1)] (30)

A characteristics of the steady state is that the exchange rate is constant.
As a result, the variance terms go to zero. This also implies that in the steady
state, the risk adjusted weights of the fundamentalists and chartists are of the

form ©f; = 22 and ©.; = 2. Rewriting these weights as follows:

10



wfvt
wys + wci(‘f%t/az,t)

O = (31)

and s
wc,t("f,t/gc,t)

Wy + wc,t((j?ﬂ,t/az,t)

©

c,t (32)
One can show by numerical methods that in the steady state the expression
O'?c’t Jo?, converges to 17. We show this in appendix 1 where we plot the ratio as
a function of time in a typical simulation run. This implies that in the steady
state O, = wy; and Ot = w. (Note that wyy + wer = 1).
The steady states of the system are now obtained by setting

in the dynamical system (22)-27).
There is a unique steady state where

5u,T=0, T.=0,04,0.=0

Notice also that at the steady state

_ 1 _ 1 _

W, = §’wf = 5,7rf =0

i.e. the steady state is characterized by the exchange rate being at its funda-
mental level, by zero profits and zero risk, and by fundamentalist and technical
trader fractions equal to %

With this dynamical system it is not possible to perform the local stability
analysis of the steady state with the usual techniques, based upon the analysis of
the eigenvalues of the Jacobian matrix evaluated at the steady state. The reason
is that the “map” whose iteration generates the dynamics is not differentiable
at the steady state.

3.2 Numerical analysis

The strong non-linearities make an analysis of the model’s global stability im-
possible. Therefore, we use simulation techniques which we will present in this
and the following sections. We select ” reasonable” values of the parameters, i.e.
those that come close to empirically observed values. In appendix 2 we present
a table with the numerical values of the parameters of the model and the lags
involved. As we will show later, these are also parameter values for which the
model replicates the observed statistical properties of exchange rate movements.
We will also analyse how sensitive the solution is to different sets of parameter
values. The dynamical model used in the numerical analysis is the same one as
in the previous section except for the fact that C' > 0 and except for the number

"It does not appear to be possible to show this by analytical methods.

11



of lags in the chartists’ forecasting rule. We now return to the specification of
the chartists’s rule as given by equation (8). As a result, (14) becomes

T
S¢ =811 — Of 151 + OB Z a;As;_; (33)

i=1

where T' = 5. Thus, the full model with all its lags is a 10-dimensional
dynamic system.

We first concentrate on the fixed point solutions of the model. We find
that for a relatively wide range of parameters the exchange rate converges to
a fixed point (a fixed-point attractor). However, there are many such fixed
points (attractors) to which the exchange rate converges depending on the initial
conditions. We illustrate this feature in figure 1 where we plot the fixed point
solutions (attractors) for the exchange rate as a function of the different initial
conditions. These were obtained from simulating the model over 10000 periods.
We found that after such a long period the exchange rate had stabilized to a fixed
point (a fixed attractor). On the horizontal axis we set out the different initial
conditions. These are initial shocks to the exchange rate in the period before the
simulation is started®. The vertical axis shows the solutions for the exchange rate
corresponding to these different initial conditions. Note the complex pattern of
these fixed point solutions, with many discontinuities’. This has the implication
that a small change in the initial condition can have a large effect on the solution.
This feature lies at the heart of some of the results that are obtained with
this model relating to the unpredictability of the effect of shocks in exogenous
variables. We return to this phenomenon in section 7'°.

It should also be noted that the fixed-point attractors lie within the trans-
action costs band. The intuition is that any fixed-point solution outside the
transaction costs band would create an inconsistency, which can be described
as follows. Outside the transaction costs band the fundamentalists’ behaviour
leads to a mean reverting process of the exchange rate, moving the latter to-
wards the transaction costs band. Thus, if a fixed point solution were observed
outside the transactions cost band, this would mean that the fundamentalists
would fail to move the exchange rate towards the band. Once inside the band,
the fundamentalists’ dynamics disappears. The only dynamics then comes from
the chartists who drive the exchange rate to some attractor within the band.
The exact position of this attractor depends on the entry point of the exchange
rate in the transactions cost band, and this depends on the initial shock.

8There are longer lags in the model, i.e. five Thus we set the exchange rate with a lag
of more than one period before the start equal to 0. This means that the initial conditions
are one-period shocks in the exchange rate prior to the start of the simulation. All the other
lagged dynamic variables are set equal to 0 when the simulation is started.

9With a high value of v results are qualitatively similar.

10The numerical values of the simulations are shown in appendix 2.
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4 Sensitivity analysis

In this section we perform a sensitivity analysis. We do this by showing bifur-
cation diagrams that relate the solutions to different values of important para-
meters of the model. We concentrate on the extrapolation parameter used by
the chartists, 3, on the sensitivity of the switching rule, v, and on transactions
costs C.

4.1 Sensitivity with respect to

The left panel of figure 2 shows an example of such a bifurcation diagram. On
the horizontal axis we set out different values of the extrapolation parameter
B. On the vertical axis we show the solutions for the exchange rate. This is
the exchange rate obtained after 10000 periods, given an initial shock to the
exchange rate'!. We observe the following. For low values of 3 we obtain
unique fixed point solutions. When 3 reaches a value of approximately 0.9, we
enter the chaotic region. This is characterised by infinitely many solutions for
each value of 8. These points correspond to strange attractors within which the
exchange rate then travels.

Figure 2 (left panel) only provides a visual indication of the existence of
a chaotic region. One can detect the existence of chaos more rigourously by
calculating the largest Lyapunov exponent. This measures the rate of divergence
of nearby trajectories. A positive largest Lyapunov exponent indicates chaos
(see Rosenstein, et al. (1992) and De Grauwe, et al. (1993) for a discussion of
Lyapunov exponents). Since we have access to the equations generating chaos
(and thus we know the dimension of the system) it is relatively simple to estimate

IIThe initial shock in the one period lagged exchange rate was +2. All the other lagged
dynamical variables were set to 0.
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the largest Lyapunov exponent. It is given by the following expression:

T-1 .
(i) = % > 1nitT(é)) (34)

t=1

where d;(i) is the (Euclidian) distance between the t'* pair of nearby tra-
jectories after ¢ iterations, and d;(0) is the reinitialized distance at each point
t'2. We have set 1 = 1 which is a conservative measure, i.e. we compute the dis-
tance at each iteration. We show the results of computing the largest Lyapunov
exponents in figure 2 (right panel). The latter confirms the visual impression of
the left panel of figure 2, i.e. for values of 3 exceeding 0.9 the largest Lyapunov
exponent becomes positive. The exact value of 8 at which this happens depends
on the other parameters of the model and on the initial conditions. Note also
that for values of 8 below 0.9 we obtain a Lyapunov exponent which is zero.
This result is due to the coexistence of fixed point attractors. In the absence of
chaos (e.g. when 8 = 0.8 and v = 0.5) we obtain one separate fixed point for
each initial condition (see figure 1). This means that when computing the Lya-
punov exponent for two nearby trajectories we will find that these trajectories
keep a constant distance in the steady state. As a result, the largest Lyapunov
exponent must be zero.

The importance of the initial conditions in determining whether the exchange
rate will enter the chaotic domain is illustrated in Figure 3 on the left panel,
where we fix § = 0.9 and vary the initial conditions. The left panel of figure 3
is constructed in the same way as figure 1 and shows the steady state exchange
rate (attractor) as a function of the initial value of the exchange rate (initial con-
ditions) while the right panel exhibits the corresponding Lyapunov exponents.
We now observe that the different initial conditions lead to switches in and out
of the chaotic region. This feature suggests that there are attractors (some
fixed points, others strange attractors) located in different basins of attraction.
The border line between these different basins is itself complex. As a result,
small differences in the intial conditions can lead the system towards different
attractors some of which are fixed point attractors, others chaotic attractors.

These features illustrate the great complexity in the exchange rate dynamics.
As will be analysed in greater detail later, this complexity has many different
implications. It acts as a veil obscuring the transmission of exogenous shocks
(e.g. shocks in the fundamental exchange rate) into the market exchange rate. It
has the potential of producing regime switches triggered by small disturbances.
Finally, this complexity greatly complicates the making of standard statistical
inferences from the distribution of the exchange rate changes.

4.2 Sensitivity with respect to v

In this section we analyse the sensitivity of the solutions with respect to changes
in the parameter v which measures the sensitivity of the switiching rules with

12Note that since we have a 10-dimensional system the distance between the two nearby
trajectories is computed as the (Euclidian) distance of the 10 variables at each point t.
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respect to profits (”intensity of choice”). We show the results in figures 4 (a)
and (b) for two different values of the extrapolation parameter, 5. When 3 is
sufficiently low (8 = 0.8 ) we obtain fixed point solutions for all values of v (figure
4(a)). When 8 = 0.9 which as we have seen in the previous section, constitutes
the boundary value between fixed point and chaotic solution, variations in
lead the solutions to switch in and out of chaos (figure 4(b)). The latter is also
confirmed by the Lyapunov exponents shown in figure 4(c). Thus, changing ~y
produces similar effects as changing the initial conditions. Note, however, that
for small values of v we obtain fixed point solutions.

4.3 Sensitivity with respect to transactions costs

We also investigated the importance of transaction costs. In order to do so, we
produced similar bifurcation diagrams as in the previous sections. We now set
out the transactions costs on the horizontal axis while we fix G and . As in
the previous case, we find that when  is sufficiently smaller than 0.9 we obtain
fixed point solutions for all values of the transactions costs'?. In figure 4(d) we
show the case of 3 = 0.9. We observe switching in and out of chaos. This is
confirmed by figure 4(e) which shows the largest Lyapunov exponents for the
same values of the transaction costs. Note that as transactions costs increase
the spread of the possible solutions increases.

The empirical evidence in favour of deterministic chaos is not very strong.
Sometimes deterministic chaos has been detected in the data, but most often
no such dynamics has been found (D. Guillaume (2000), C. Schittenkopf, G.
Dorffner and E. Dockner (2001)). Therefore, we will focus the analysis of the
model on parameter values that do not lead to deterministic chaos. We will show
that in combination with stochastic shocks this model is capable of producing
a dynamics that exhibits many of the features of chaotic dynamics despite the
fact that the deterministic solutions of the model are fixed points. In addition
in section 6 we will calibrate the model in such a way that it reproduces the
main statistical properties of exchange rate movements. It will be shown that
the parameters that mimick these statisitical properties best do not produce
deterministic chaos.

5 The stochastic version of the model

We now introduce stochastic disturbances to the model. In our model these
disturbances appear in that we assume that the fundamental exchange rate
behaves as a random walk, i.e. sf = sj_; + €, where ¢ is iid with mean = 0
and standard deviation = 0.1.

We simulate the model with a combination of parameter values that we refer
to as the "standard case”. This includes setting ¢c=5, = 0.9 and ¥= 0.2. and
v = 0.5. See also the table in appendix 2 for the other parameters. (Similar

13We do not show this bifurcation diagram here. It can be obtained from the authors.
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results are obtained for a wide range of parameter values. In addition, it will
be shown in section 6 that these parameter values reproduce the statistical
properties observed in exchange rate movements).

A first feature of the solution of the stochastic version of the model is the
sensitivity to initial conditions. In order to show this, we first simulated the
model with the ”standard” parameter values and then we simulated the model
with the same parameters setting but with a slightly different initial condition,
ie. s = +3, and sg = +3.01. In both cases we used identical stochastic
disturbances driving the fundamental. We show the time paths of the (market)
exchange rate in figure 5(a).

We observe that after a certain number of periods the two exchange rates
start following a different path. This result is related to the presence of many
fixed-point attractors in the deterministic part of the model, which are them-
selves dependent on the initial conditions (see figure 1 which shows how slight
differences in initial conditions can lead to fixed-point attractors that are very
far apart). As a result, the two exchange rates can substantially diverge because
they are attracted by fixed-points that are located in different basins of attrac-
tion. The nice aspect of this is that we obtain a result that is typical for chaotic
systems, however, without chaos being present in the deterministic part of the
model. The combination of exogenous noise and a multiplicity of fixed-point
attractors located in different basins of attraction creates sensitivity to initial
conditions, a feature which is also found in chaotic dynamics.

A second feature of the model relates to the way shocks in the fundamental
exchange rate are transmitted into the market exchange rate. In linear models
a permanent shock in the fundamental has a predictable effect on the exchange
rate, i.e. the coefficient that measures the effect of the shock in the fundamental
on the exchange rate converges after some time to a fixed number. Things are
very different in our non-linear model. We illustrate this by showing how a
permanent increase in the fundamental is transmitted to the exchange rate. We
assumed that the fundamental rate increases by 10, and we computed the effect
on the exchange rate by taking the difference between the exchange rate with
the shock and the exchange rate without the shock. In a linear model we would
find that in the long run the exchange rate increases by 10. This is not the case
in our model. We present the evidence in figure 5(b) where we show the effect of
the same permanent shock of 10 in the fundamental rate on the exchange rate.
The simulations are done assuming exactly the same stochastics in the scenario
with as without the permanent shock in the fundamental exchange rate. Thus,
there is no exogenous noise in the model that could blur the transmission process
from the fundamental rate to the exchange rate.

The most striking feature of these results is that the effect of the permanent
shock does not converge to a fixed number. In fact, it follows a complex pattern.
Thus, in a non-linear world it is very difficult to predict what the effect will be
of a given shock in the fundamental, even in the long run. Such predictions
can only be made in a statistical sense, i.e. our model tells us that the effect
of a shock of 10 in the fundamental will be to increase the exchange rate by 10
on average. In any given period, however, the effect could deviate substantially
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from this average prediction.

The importance of the initial conditions for the effect of a permanent shock
in the fundamental can also be seen by the following experiment. We simulated
the same permanent shock in the fundamental but applied it in two different
time periods. In the first simulation we applied the shock in the first period;
in the second simulation we applied it in the next period. The exogenous noise
was identical in both simulations. Thus, the only difference is in the timing of
the shock. We show the results in figure 5(c).

We observe that the small difference in timing changes the future history of
the exchange rate. As a result, the effect of the shock measured at a particular
point in time can be very different in both simulations. Thus history matters.
The time at which the permanent shock occurs influences the effects of the
shock.

Our results help to explain why in the real world it appears so difficult to
predict the effects of changes in the fundamental exchange rate on the market
rate, and why these effects seem to be very different when applied in different
periods. In fact this is probably one of the most intriguing empirical problems.
Economists usually explain the difficulty of forecasting the effects of a partic-
ular change in one exogenous variable (e.g. an expansion of the money stock)
by invoking the ceteris paribus hypothesis., i.e. there are usually other exoge-
nous variables changing unexpectedly, preventing us to isolate the effect of the
first exogenous variable. In our model the uncertainty surrounding the effect of
a disturbance in an exogenous variable is not due to the failure of the ceteris
paribus hypothesis. No other exogenous variable is allowed to change. The fact
is that the change in the exogenous variable occurs at a particular time, which
is different from all other times. This difference is due, among others, to the
fact that at each point in time there is a different composition of chartists and
fundamentalists in the market, which itself is due to different past performances
of chartists and fundamentalists forecasting rules. As a result, the same funda-
mental shock applied at different time periods is ”perceived” differently in the
market, e.g. at one moment there are fewer fundamentalists than at another
moment so that the same fundamental shock gets less attention. Thus, initial
conditions (history) matters to forecast the effect of shocks. Since each initial
condition is unique, it becomes impossible to forecast the precise effect of a
shock at any given point in time.

Finally, it should be stressed that the uncertainty about the effect of a per-
manent shock in the fundamental only holds in a particular environment that
is related to a low variance of the noise. In a later section we will analyse how
different environments concerning the variance of shocks affect the results.

6 Empirical relevance of the model
In this section we analyse how well our model replicates the empirical anomalies

and puzzles that have been uncovered by the empirical literature. We calibrate
the model such that it replicates the observed statistical properties of exchange
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rate movements. The parameters of the model that do this are those that we
used in the previous sections. As was noted there, typically these are parameter
sets that do not produce deterministic chaos. All the simulations reported in
this section are stochastic in that the fundamental is driven by a random walk
as specified in the previous section. We start with the ’disconnect puzzle’.

6.1 The disconnect puzzle

The ”disconnect” puzzle was popularized by Obstfeld and Rogoff(2000). Tt
states that the exchange rate is disconnected from its underlying fundamentals
most of the time!*. It was first analysed by John Williamson(1985) who called
it the 'misalignment problem’. This puzzle was also implicit in the celebrated
Meese and Rogoff studies of the early 1980s documenting that there is no stable
relationship between exchange rate movements and the news in the fundamental
variables. Goodhart (1989) and Goodhart and Figlioli (1991) found that most
of the changes in the exchange rates occur when there is no observable news
in the fundamental economic variables. This finding contradicted the theoret-
ical models (based on the efficient market hypothesis), which imply that the
exchange rate can only move when there is news in the fundamentals.

We simulated our model to check whether it can replicate this empirical
regularity. In figure 6 we show the market exchange rate and the fundamental
rate for a combination of parameters that does not produce deterministic chaos.
(Our results hold equally well for a large set of parameter values). As described
before, the fundamental rate is driven by a random walk. We observe that
the market rate can deviate from the fundamental value substantially and in
a persistent way. Moreover, it appears that the exchange rate movements are
often disconnected from the movements of the underlying fundamental, and that
they often move in opposite directions. The previous evidence is impressionistic.
In order to show the nature of the disconnect phenomenon in a more precise
way we applied a cointegration analysis to the simulated exchange rate and
its fundamental using the same parameter values as in figure 6 for a sample
of 8000 periods. We found that there is a cointegration relationship between
the exchange rate and its fundamental. Note that in our setting there is only
one fundamental variable. This implies that no bias from omitted variables can
occur.

In the next step we specify a EC model in the following way:

Asy =1 (s4-1 — 6s7_1) + ZﬁiAst,i + Z o;Asf_; (35)
i=1 =1

The first term on the right hand side is the error correction term. The result
of estimating this equation is presented in table 1 where we have set n=4. We

141p its original formulation the disconnect puzzle has two dimensions. One says that the
exchange rate is disconnected from its fundamental. The second dimension relates to the
fact that real variables (for example, the trade account) do not react to the changes in the
exchange rate. In this paper we only analyse the first dimension.
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find that the error correction coefficient (7) is very low. This suggests that the
mean reversion towards the equilibrium exchange rate takes a very long time.
In particular, only 0.3% of the adjustment takes place each period. It should be
noted that in the simulations we have assumed that fundamentalists estimate
the speed of adjustment in the goods market (¢)) to be 0.2. Thus, based on
their belief about the speed of adjustment in the goods market they expect the
exchange rate to have a speed of adjustment towards its equilibrium of 20%
in each period. However, the nominal exchange rate is considerably slower to
adjust towards its equilibrium than what is implied by the estimated speed of
adjustment in the goods market. This slow adjustment of the nominal exchange
rate is due to the chartists’ extrapolation behaviour. This phenomenon has been
observed in reality. Chen et al.(2002) have recently discovered that most of the
slow mean reversion of the real exchange rate is due to slow adjustment of the
nominal exchange rate and not of the goods prices.

From table 1, we also note that the changes in fundamentals have a small
and insignificant impact on the change in exchange rate. In contrast, the past
changes in the exchange rate play a significant role in explaining the change in
exchange rate. These results are consistent with the empirical findings using
VAR approach, which suggests that the exchange rate is driven by its own past
(see De Boeck(2000))%°.

Thus, our model generates an empirical regularity (the ’disconnect’ puzzle)
that is widely observed in reality. We can summarise the features of this puzzle
as follows. First, over the very long run the exchange rate and its fundamentals

15We also performed a cointegration analysis for shorter sample periods (1000 periods). We
find that in some sample periods the exchange rate and its fundamental are cointegrated,
in other sample periods we do not find cointegration. This is in line with the empirical
evidence indicating that in some periods the exchange rate seems to be disconnected from its
fundamental while in other periods it tightly follows the fundamentals .
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Table 1: error correction model
Error correction As;_; As;_;
n 6 (2! U2 U3 U4 ¥1 P2 P3 Py
-0.003 | 0.92 | 0.32 | 0.20 | 0.13 | 0.08 | 0.03 | 0.02 | 0.01 | 0.01
-5.9 4.9 228 | 18.7 | 87 | 59 | 1.9 | 1.0 | 0.6 | 0.1

are cointegrated. However, the speed with which the exchange rate reverts to its
equilibrium value is very slow. Second, in the short run the exchange rate and
its fundamentals are ”disconnected”, i.e. they do not appear to be cointegrated.
Our model closely mimics these empirical regularities.

6.2 The ”excess volatility” puzzle

In this section we discuss another important empirical regularity, which has
been called the ”excess volatility” puzzle, i.e. the volatility of the exchange rate
by far exceeds the volatility of the underlying economic variables. Baxter and
Stockman (1989) and Flood and Rose (1995) found that while the movements
from fixed to flexible exchange rates led to a dramatic increase in the volatility
of the exchange rate no such increase could be detected in the volatility of
the underlying economic variables. This contradicted the 'news’ models that
predicted that the volatility of the exchange rate can only increase when the
variability of the underlying fundamental variables increases ( see Obstfeld and
Rogoff (1996) for a recent formulation of this model).

In order to deal with this puzzle we compute the noise to signal ratio in the
simulated exchange rate. We derive this noise to signal ratio as follows:

var(s) = var(f) + var(n) (36)

where var(s) is the variance of the simulated exchange rate, var(f) is the
variance of the fundamental and var(n) is the residual variance (noise) produced
by the non-linear speculative dynamics which is uncorrelated with var(f). This
the noise is to be interpreted as the volatility of the exchange rate which is
unrelated to the volatility of the underlying fundamental variable. Rewriting
(36) we obtain

var(n) _ var(s) 1 (37)
var(f)  wvar(f)

The ratio var(n)/var(f) can be interpreted as the noise to signal ratio. It
gives a measure of how large the noise produced by the non-linear dynamics is
with respect to the exogenous volatility of the fundamental exchange rate. A
noise to signal ratio exceeding 1 means that the total volatility of the exchange
rate is dominated by volatility which is unrelated to fundamental volatitlity.
We simulate this noise to signal ratio for different values of the extrapolation
parameter 3 (see figure 7(a)). Each of these noise to signal ratios is computed
using simulations of 1000 periods. We find that with increasing G the noise to
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signal ratio increases. This implies that when the chartists increase the degree
with which they extrapolate the past exchange rate movements, the noise in the
exchange rate, which is unrelated to fundamentals, increases. Thus, the signal
about the fundamentals that we can extract from the exchange rate becomes
more clouded when the chartists extrapolate more. It is important to note that
since the fundamental variable follows a random walk, its variance increases
with the length of the time interval over which it is computed'®. We, therefore,
also checked how the noise to signal ratio depends on the length of the time
interval. We show the results in figure 7(b) where we present the noise-to-signal
ratios as a function of the lenght of time over which they are computed. We find
that when the time horizon increases the noise-to-signal ratio declines. This is
so because over long time horizons most of the volatility of the exchange rate is
due to the fundamentals’ volatility and very little to the endogenous noise. In
contrast, over short time horizons the endogenous volatility is predominant and
the signal that comes from the fundamentals is weak. This is consistent with
the empirical finding concerning misalignments we discussed before.

It is also important to relate the noise-to-signal ratio to transaction costs in
the goods market. Therefore we show in figure 7(c) how the noise-to-signal ratio
changes with the size of transaction costs. We observe that the noise-to-signal
ratio increases significantly with the size of transaction costs. An interpretation
of this result is that as transaction costs increases the mean-reverting force
from fundamentalists is weak while the chartists’ force is strong. Thus the noise
created by chartists increases and clouds the signal coming from fundamentals.

6.3 Non-normality of the returns

It is a well-established empirical fact that returns in financial markets are not
normally distributed, exhibiting more density around the mean and fatter tails
than the normal. This phenomenon was first discovered by Mandelbrot (1963) in
commodity markets. Since then, fat tails and excess kurtosis have been discov-
ered in many other asset markets including the exchange market. In particular,
in the latter the returns have a kurtosis typically exceeding 3 and a measure of
fat tails (Hill index) ranging between 2 and 5 (see Koedijk, Stork and de Vries
(1992), de Vries(2001), Huisman, et al.(2002)). It implies that most of the time
the exchange rate movements are relatively small but that occasionally periods
of turbulence occur with relatively large exchange rate changes. However, it has
also been detected that the kurtosis is reduced under time aggregation. This
phenomenon has been observed for most exchange rates (Lux(1998), Calvet
and Fisher(2002)). We checked whether this is also the case with the simulated
exchange rate changes in our model.

We computed the kurtosis and the Hill index of the simulated exchange rate
returns for different parameter values of the model using simulation runs of 2000
periods. The Hill index was computed for 4 different samples of 2000 iterations

16Tn the limit when ¢t — oo war(f) — oo.
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Table 2: Kurtosis and Hill index

kurtosis median Hill index
Parameter values 2.5% tail | 5% tail | 10% tail
0=5, 3=09,7=05 | 565 192 108 3.08
C=5, 4=0.9, y=1 4.39 4.06 4.46 3.90
C=5, =0.9, 7=5 6.30 4.42 3.00 2.40
C=5, 4=0.8,7=0.5 | 833 4.39 419 3.80
C=5, 5=0.8, =1 7.92 415 4.37 3.73
C=5, =0.8, y=5 11.08 3.63 3.90 3.54

Table 3: Kurtosis and time aggregation
1 period 10 period | 25 period | 50 period

Parameter values | returns returns returns returns
C=5, 6=0.9, v=0.5 5.65 5.96 3.17 3.08
C=5, =0.9, v=1 4.39 4.11 3.67 3.45
C=5, 6=0.9, v=5 6.30 2.77 2.15 2.19
C=5, 6=0.8, v=0.5 8.33 8.52 3.14 3.43
C=5, 6=0.8, v=1 7.92 7.39 3.28 3.30
C=5, 6=0.8, v=5 11.08 10.14 3.46 3.05

and we selected the median value. In addition, we considered three different
cut-off points of the tails (2.5%, 5%, 10%). We show the results of the kurtosis
and of the Hill index in table 2. We find that for a broad range of parameter
values the kurtosis exceeds 3 and the Hill index indicates the presence of fat tails.
Finally we check if the kurtosis of our simulated exchange rate returns declines
under time aggregation. In order to do so, we chose different time aggregation
periods and we computed the kurtosis of the time-aggregated exchange rate
returns. We found that the kurtosis declines under time aggregation. In table 3
we show the results for some sets of parameter values'’. This suggests that the
non-linear dynamics of the model transforms normally distributed noise in the
fundamental exchange rate into exchange rate movements with tails that are
significantly fatter than the normal distribution and with more density around
the mean. Thus our model mimics an important empirical regularity. It should
be noted that similar models with heterogenous agents applied to the stock
markets have been equally successful in replicating fat tails and excess kurtosis
(see Lux and Marchesi(1999, 2000), Kirman and Teysierr(2000), LeBaron, et al.
(1999), and Gaunersdorfer and Hommes(2000)).

17 Another empirical regularity of the distribution of exchange returns is its symmetry. We
computed the skewness, and we could not reject that the distribution is symmetric.
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7 Large and small shocks

In linear models the size of the shocks does not affect the nature of the dynamics.
In non-linear models the size of the shocks matters. In order to illustrate this in
our model, we simulated it under two different assumptions about the variance
of the shocks in the fundamental exchange rate. In the first case we assume
low variance of these shocks, in the second case we assume a high variance (ten
times higher), i.e.

low variance : s} = sj_; + €, where ¢; ~ tid , mean = 0 and standard
deviation = 0.1

high variance : sy = s;_; + €, where ¢, ~ iid , mean = 0 and standard
deviation =1

The results of our simulations are presented in figure 8. (The simulations
shown here are representative for a wide range of parameter values).

Two conclusions follow from a comparison of the low and high variance
cases. First, in the low variance case we observe sustained deviations from the
fundamental exchange rate; this is not the case when the fundamental exchange
rate is subject to large shocks (compare upper-left with lower-left panel in figure
8). Second, the sensitivity to small changes in initial conditions is clearly visible
when the variance of the exchange rate is low (see upper-righ panel). When this
variance is high, no such sensitivity can be observed (see lower-right panel). It
is important to stress that the transactions cost band is the same in both cases.
Thus, when the shocks are small relative to the given band of transactions costs,
the movements of the exchange rate show more complexity than when the shocks
are large.

The previous results are confirmed by a cointegration analysis like the one
we performed in section 6.1 (see table 1) where this analysis refers to a low
variance environment. We show the results for the high variance regime in table
4. These results contrast with those obtained in table 1. The error correction
coefficient is much larger in the high variance regime of table 4 than in the low
variance regime of table 1. In the high variance case 9% of the deviation from
equilibrium is adjusted for per period. This constrasts with a 0.3% found in the
low variance case (see table 1).

As in the low variance case we also performed a cointegration analysis over
shorter sample periods. The results contrast with the low variance case. For
sample periods of 1000 we find that the exchange rate and its fundamentals are
always cointegrated. In the low variance case we do not find cointegration for
all these sub-samples.

These results confirm what we observed from figure8, i.e. that in a regime
of high variance of shocks the exchange rate is more tightly linked to the fun-
damentals, and that the speed of adjustment towards the equilibrium is higher
than in low variance regimes.

The intuition of this result is that when the fundamental shocks are small
the exchange rate regularly switches from the dynamics inherent within the
transactions cost band to the one prevaling outside the band. This non-linearity
produces a lot of noise and complexity in the dynamics of the exchange rate.
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When the shocks are large relative to transactions cost band the dynamics
outside the band mostly prevails, leading to a tighter link between the exchange
rate and the fundamental. This feature has also been found to hold empirically.
In particular, it has been found that the PPP-relationship holds much tighter
in high inflation countries than in low inflation countries (See De Grauwe and
Grimaldi(2001)). Put differently, in high inflation countries the link between
the exchange rate and one of its most important fundamentals is tighter than
in low inflation countries.
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8 On the success of technical analysis

There is a large literature showing that technical analysis is used widely in the
foreign exchange market, also by large players (see (Taylor and Allen (1992), Wei
and Kim (1997), James (2003)). This suggests that technical analysis (chartism)
is profitable. Does our model replicate the empirical evidence of the success of
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Table 4: error correction model high variance
Error correction As;_; As;_;
n 6 V1 Vo | U3 | U4 | o1 | P | P53 | Pa
-0.09 | 1.002 | 0.36 | 0.19 | 0.09 | 0.07 | 0.05 | 0.01 | 0.00 | -0.01
-24.2 | 156.2 | 27.5 | 13.2 | 6.7 | 5.1 | 8.8 | 0.9 | 0.06 | -0.8

chartism?

We investigate this issue by analysing how chartism evolves under different
conditions. In figure 9, left panel, we show the average chartists’ weight for
increasing values of the intensity of choice parameter v in two different environ-
ments concerning the variance of the shocks in fundamentals. We obtained the
chartists weights by simulating the model over 10000 periods and computing
the average weight over the last 5000 periods. Our first finding is that chartism
does not disappear, i.e. in all simulations for many different parameters config-
urations we find that the weight attached to chartists never goes to zero. On
the contrary, we find that the chartists weight fluctuates around a market share,
which exceeds 50%. (Note that in the steady state of the model the chartists’
and fundamentalists’ weights are 50%). These results are consistent with the
empirical evidence of the importance of chartism in foreign exchange market.
Second, the market share of chartists increases with the parameter v which mea-
sures the intensity with which agents react to the relative profitability of the two
rules. This result is related to the fact that increases in « increase the volatility
of the exchange rate. The increase in volatility is what chartists thrive on. Third,
we find that, in general, chartism is more profitable in the low variance environ-
ment than in the high variance environment'®. This is due to the fact that in a
low variance environment the exchange rate movements are disconnected from
the fundamental most of the time making fundamentalist forecasting relatively
unattractive. We show this feature in the right panel of figure 9 which presents
the average realized profits of chartists and fundamentalists in the low variance
environment. It is striking to see that in such an environment chartism appears
to be much more profitable than fundamentalism.

From the preceding analysis we conclude that chartism is generally more
profitable than fundamentalism. In addition, there is a positive correlation be-
tween turbulence (noise) and the share of chartism in the market. With more
noise there is more chartist profit and thus there are more chartists. The reverse
is also true: with more chartists there is more noise and thus more profits for
chartists. These results suggests that there is a selffulfilling evolutionary dy-
namics present in the system which can be described as follows. As the chartists
increase in numbers, the noise they create makes the use of chartists rules more
profitable. At the same time, the chartists have the effect of ”creating smoke
around the fundamentals”, making fundamentalists’ forecasting less profitable.
Another way to interpret this result is that chartism creates noisy information
that becomes the source of profitable speculation. The more chartists there are

18We defined low and high variance environments in the previous section
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the more such information is created and the more profitable chartists’ forecast-
ing becomes. Thus, chartists create an informational environment which makes
it rational to use chartists’ rules.

Why doesn’t all this not lead to a corner solution, i.e. a situation in which
chartists drive out all fundamentalists? As we have seen in the previous para-
graphs, the share of the chartists in the market is not driven to 1, it always
settles below 1. The reason has to do with risk. When the weight of chartists
increases in the market, so does volatility. Thus, as the weight of chartists in
the market increases, both profitability and risk of using chartist rules increase.
The increasing risk is strong enough to prevent the chartists from completely
driving out the fundamentalists and taking over the market.

9 Conclusion

Using a mean variance optimisation framework we developed a simple non linear
exchange rate model with transactions costs and with heterogeneous agents.
Transactions costs in the goods markets produce an important non-linearity in
the model. Agents are heterogenous in that they have different beliefs, i.e. they
use different forecasting rules. The relative importance of these different types
of agents is driven by the relative profitability of their forecasting rules and by
the risk associated with the use of such rules. Thus agents are rational in the
sense that they evaluate ex post the relative (risk-adjusted) profitability of the
forecasting rules and switch to the better one. We argued that this trial and error
process is a better way to model agents’ behaviour than to assume that their
expectations are rational. In rational expectations models with heterogenous
agents the burden of collecting and processing information for individual agents
is extraordinarily high, requiring God-like capacities. Not only must individual
agents know the structure of the model, but they must also be able to read
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the minds of all the other agents. In traditional religions agents with such
intellectual capacities were called Gods.

The model generates a multitude of fixed-point attractors depending on the
initial conditions, i.e. for each initial condition there is a unique solution. By
adding exogenous noise the model produces a complex dynamics that resembles
a chaotic dynamics, although the deterministic part of the model is not chaotic.
This feature has interesting implications. First, there is sensitivity to initial
conditions, which implies that a small disturbance can drive the exchange rate
on a different path. Second, the effect of a permanent shock in the fundamental
exchange rate has a complex structure that might even be chaotic. This implies
that the effect of a permanent shock in the fundamentals is largely unpredictable,
i.e. one cannot forecast how the shock will affect the exchange rate in any
particular point of time, but one can predict the average effect. We also find
that the effect of such a shock depends on the exact timing of its occurrence.
Thus, history matters. The market has a memory. This contrasts with exchange
rate models based on the efficient market and rational expectations assumptions
that tend to be a-historical.

The quality of a model should be judged by its empirical performance. We
argued that the traditional rational expectations efficient market model has
failed empirically. We analyse to what extent our model is capable of reproducing
the exchange rate puzzles observed in reality. The first puzzle we analyse is
the ”disconnect puzzle” which has to do with the fact that the exchange rate
movements are disconnected, most of the time, from the movements of the
underlying fundamental variables. In our model ”disconnection” is a natural
outcome of the complex dynamics produced by the interactions between agents
using different pieces of information.

Closely related to the disconnect puzzle is the presence of excess volatility of
the exchange rate compared to the volatility of its fundamentals. This feature
has been widely documented in the empirical literature. Our model mimicks this
feature. We find that it is connected to the number of chartists in the market,
i.e. the greater the share of chartists the larger is the noise to signal ratio in
exchange rate movements.

Third, our model generates fat tails and excess kurtosis, a phenomenon which
has been observed in exchange rate returns, and more generally in returns in
most financial markets.

Fourth, the empirical evidence suggests that in environments with high vari-
ance of the fundamentals (e.g. in high inflation countries) the link between
exchange rate changes and its fundamentals (e.g. inflation rates) is tighter than
in low variance environments. We also obtain such a result in our model. This
implies that in high variance environments predicting exchange rate changes
using fundamental information should be easier than in low variance environ-
ments.

Finally, we found that chartism is a profitable strategy and often tends to
dominate the market. This result is consistent with the empirical evidence
of the importance of chartism in foreign exchange markets. We also detected a
self-fullfilling character of chartist profitability, i.e.when more chartists enter the
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market they create more noise and thereby make chartists rules more profitable,
inducing more entry. Another way to interpret this result is that chartism creates
noisy information that becomes the source of profitable speculation. Thus,
chartists create an informational environment which makes it rational to use
chartists’ rules. This process is stopped, however, because of increasing risk
generated by the increased noise that the same chartists produce. The self-
fulfilling nature of chartists’ profitability allows us to understand why chartism
is generally observed to be important in foreign exchange markets.
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A Appendix 1: The variance ratio o},/0;, in
steady state

In this appendix we show the ratio of the variance of the fundamentalist and
chartists o2 + and o? -t as it converges to its steady state value. We simulated
the model for dlfferent parameter configurations and different initial values of
the exchange rate. In each case we found that the variance ratio converged to
1 as the system approached the steady state. In section 3.2 we describe in more
detail how these simulations are set up.
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B Appendix 2: Numerical values of the para-
meters used in the base simulation

In the following table we present the numerical values of the model. In the first
column we listed the parameters of the model, in the second column we present
the numerical values in the base simulations. The last column indicates whether
or not we have performed a sensitivity analysis on these numerical values. If
not, we use the same numerical value in all simulations.

Table 5: Numerical values of parameters

Parameters values sensitivity analysis
P 0.2 No
o, 09,03 g 05 | 0.44,0.26,0.16,0.09, 0.05 No
3 0.8 Yes
0 0.6 No
~ 1 Yes
o 1 No
C 5 Yes
r and r* 0 No
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