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Abstract

We analyze the performance and robustness of some common simple rules

for monetary policy in a New-Keynesian open economy model under different

assumptions about the exchange rate model. Adding the exchange rate to

an optimized Taylor rule gives only small improvements in terms of economic

stability in most model configurations. The Taylor rule is also slightly more

robust to uncertainty about the exchange rate model than are rules that

respond to the rate of exchange rate depreciation. Our results thus indicate

that the Taylor rule may be sufficient to stabilize a small open economy, also

under exchange rate model uncertainty.
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1 Introduction

In open economies, the exchange rate is an important element in the transmission

of monetary policy. In addition to the standard aggregate demand and expectations

channels in closed economies, the exchange rate introduces a number of new channels

in the monetary transmission mechanism (see also Svensson, 2000): (i) the real

exchange rate affects the relative price between domestic and foreign goods, and

thus contributes to the aggregate demand channel; (ii) the exchange rate affects

consumer prices directly via the domestic currency price of imports; and (iii) the

exchange rate affects the price of imported intermediate goods, and thus the pricing

decisions of domestic firms. It would therefore seem natural to include the exchange

rate as an indicator for monetary policy in an open economy. The recent years have

also seen a surge in research concerning monetary policy in open economies.1

However, movements in the exchange rate are not very well understood in prac-

tice. In particular, the parity conditions typically used in theoretical analyses—

uncovered interest rate parity (UIP) and purchasing power parity (PPP)—do not

find much support in empirical studies.2 Furthermore, the equilibrium real exchange

rate is not easily observed by central banks. Given the high degree of uncertainty

regarding exchange rate determination, a challenge for monetary policymakers in

open economies is to design policy strategies that are reasonably robust to alterna-

tive specifications of the exchange rate model.3

The main objective of this paper, therefore, is to study the role of the exchange

rate as an indicator for monetary policy when there is uncertainty about the ex-

change rate model. The analysis is performed in three steps: we first analyze a

“baseline model” to see whether extending an optimized Taylor (1993) rule to in-

clude a measure of the exchange rate leads to any improvement in terms of a standard

intertemporal loss function for the central bank. Second, we perform the same anal-

ysis in a variety of model configurations, to see how sensitive the results are to the

exact specification of the model. Third, we examine the robustness of the different

policy rules to model uncertainty by analyzing the outcome when using the opti-

mized policy rules from the baseline model in the alternative model specifications.

1A non-exhaustive list includes Ball (1999), Svensson (2000), Taylor (1999), McCallum and
Nelson (1999), Obstfeld and Rogoff (2000), Leitemo (2000b), Batini et al. (2001), Dennis (2000),
Benigno and Benigno (2000), Corsetti and Pesenti (2000), Monacelli (1999) and Ghironi (1999).

2See, e.g., the survey by Froot and Thaler (1990). On the other hand, McCallum (1994), Chinn
and Meredith (2000) and others argue that the empirical rejection of UIP is due to a failure to
properly account for other relationships in the economy, such as the behavior of monetary policy.

3See McCallum (1988, 1999) on the robustness of policy rules.
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The analysis is performed in a New-Keynesian model of a small open economy,

incorporating inertia and forward-looking behavior in the determination of both

output and inflation. Our framework allows for several modifications of the model

determining the exchange rate and its influence on the domestic economy. These

modifications are introduced in three broad categories. First, we allow for longer-

term departures from PPP than what is due to nominal rigidities by considering

varying degrees of exchange rate pass-through onto import prices and thus to CPI

inflation. The departure from PPP is motivated by the overwhelming evidence of

pricing-to-market and incomplete exchange rate pass-through.4

Second, we study different departures from the rational expectations UIP con-

dition, in the form of non-rational exchange rate expectations and varying behavior

of the risk premium on foreign exchange. The first departure from rational expec-

tations UIP is also motivated by empirical evidence. Although most evidence from

surveys of expectations in the foreign exchange market point to expectations not be-

ing completely rational (e.g., Frankel and Froot, 1987), rational expectations remain

the workhorse assumption about expectation formation in structural and theoretical

policy models. We extend such analyses by considering exchange rate expectations

being partially adaptive. The second departure from UIP considers the behavior of

the foreign exchange risk premium, by allowing for varying degrees of risk premium

persistence.

Third, we analyze the consequences of uncertainty concerning the equilibrium

real exchange rate. Measuring the equilibrium real exchange rate is a difficult task for

policymakers, similar to measuring the equilibrium real interest rate or the natural

level of output. For this reason, rules that respond to the deviation of the real

exchange rate from its equilibrium (or steady-state) level may not be very useful

in practice. In some versions of the model, we try to capture such uncertainty by

letting the central bank respond to a noisy measure of the real exchange rate.

Our results indicate that the gains from extending an optimized Taylor rule to

include a measure of the exchange rate (the nominal or real rate of depreciation or

the level of the real exchange rate) are small in most specifications of the model.

Furthermore, the outcome from an optimized Taylor rule is often very close to the

outcome of the unrestricted optimal policy rule under commitment. Policy rules that

respond to the rate of exchange rate depreciation are slightly more sensitive than

the Taylor rule to model uncertainty, in particular with respect to the formation of

4See, e.g., Naug and Nymoen (1996) or Alexius and Vredin (1999) for empirical evidence, or
Goldberg and Knetter (1997) for a survey.
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exchange rate expectations. Thus, in our model the output gap and annual CPI

inflation seem sufficient as indicators for monetary policy in the open economy, also

under uncertainty about the exchange rate.

The remainder of the paper is outlined as follows. The next section presents

the model framework and discusses the monetary transmission mechanism as well

as the policy rules and objectives of the monetary authorities. Section 3 briefly

discusses our methodology and the calibration of the model. Section 4 analyzes the

performance of policy rules in different specifications of the model and the robustness

of policy rules to model uncertainty. Finally, Section 5 contains some concluding

remarks.

2 A model of a small open economy

The model we use is a small-scale open economy model in the New-Keynesian tra-

dition, similar to those of Batini and Haldane (1999), Svensson (2000), Batini and

Nelson (2001) and Leitemo (2000a).5 The model is quarterly, all variables are mea-

sured as (log) deviations from long-run averages, and interest rates are measured as

annualized rates while inflation rates are measured on a quarterly basis.

Monetary policy in the model affects the economy through several transmission

channels. First, due to nominal rigidities, the central bank can influence the real in-

terest rate by setting the nominal rate. Monetary policy works through this “interest

rate channel” by changing consumption demand through the familiar intertemporal

substitution effect. Second, monetary policy influences the price of domestic goods

in terms of foreign goods via the price of domestic currency. The exchange rate

affects the open economy in different ways, making it convenient to distinguish be-

tween a direct channel and an indirect channel. The “direct exchange rate channel”

affects the price of imported goods in terms of domestic currency, which directly

influences the consumer price level. The “indirect exchange rate channel” influences

aggregate demand through the price of domestic goods in terms of foreign goods,

and domestic pricing decisions through the price of imported inputs.

5Microfoundations for this class of open economy models are provided by, e.g., Svensson (2000)
and Benigno and Benigno (2000).
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2.1 Output and inflation

Aggregate output is demand-determined (in a world of monopolistic competition),

and is partially forward-looking.6 Aggregate demand is influenced by the real inter-

est rate through intertemporal substitution effects, and by the real exchange rate

through intratemporal price effects. Output is assumed to be predetermined one

period (cf. Svensson and Woodford, 1999), and there are explicit lags in the mon-

etary transmission mechanism. Thus, the output gap (the log deviation of output

from its natural level) is given by

yt+1 = βy

[
ϕyyt+2|t + (1− ϕy) yt

]
− βr

(
it − 4πd

t+1|t
)
+ βqqt + βyfy

f
t + ε

y
t+1, (1)

where βy ≤ 1; it is the (annualized) quarterly interest rate, set by the central bank;

πd
t ≡ pd

t − pd
t−1 is the quarterly rate of domestic inflation; qt is the real exchange

rate; yf
t is the foreign output gap; and 0 ≤ ϕy ≤ 1 measures the degree of forward-

looking behavior in agents’ consumption decisions.7 Throughout, the notation xt+1|t
denotes Etxt+1, i.e., the rational expectation of the variable x in period t+ 1, given

information available in period t. The variable it − 4πd
t+1|t is thus the quarterly ex-

ante real interest rate, in annualized terms. Finally, the disturbance εy
t+1 is a white

noise shock with variance σ2
y .

Domestic inflation follows an expectations-augmented Phillips curve, and so is

influenced by the tightness in product and factor markets via aggregate output and

the real exchange rate, and is also assumed to be predetermined one period:8

πd
t+1 = ϕππ

d
t+2|t + (1− ϕπ)π

d
t + γyyt+1|t + γqqt+1|t + επ

t+1, (2)

where 0 ≤ ϕπ ≤ 1 measures the degree of forward-looking behavior in pricing and

wage setting. Again, the disturbance επ
t+1 is white noise with variance σ2

π.

Although in most versions of the model the pass-through of exchange rate move-

ments to import prices is instantaneous, some versions will allow for slow exchange

6Inertia in aggregate demand could come from, e.g., habit formation (Estrella and Fuhrer, 1998;
Fuhrer, 2000), costs of adjustment (Pesaran, 1987; Kennan, 1979; Sargent, 1978), or rule-of-thumb
behavior (Amato and Laubach, 2000).

7With ϕy = 0 and βy < 0, the formulation in (1) allows for a purely backward-looking output
gap with a coefficient on lagged output below unity as in, e.g., Rudebusch (2000a) or Batini and
Haldane (1999).

8This is similar to the open-economy Phillips curve specification of Walsh (1999) but with
inertia, and can thus be seen as an open-economy application of the wage contracting model of
Buiter and Jewitt (1981) and Fuhrer and Moore (1995), along the lines of Batini and Haldane
(1999). See also footnote 6.
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rate pass-through. Thus import prices adjust to movements in foreign prices ac-

cording to the simple error correction mechanism

pM
t = pM

t−1 + κ
(
pf

t + st − pM
t−1

)

= (1− κ) pM
t−1 + κ

(
pf

t + st

)
, (3)

where κ ≤ 1, pf
t is the foreign price level, and st is the nominal exchange rate.9

Imported inflation then follows

πM
t = (1− κ) πM

t−1 + κ
(
πf

t +∆st

)
, (4)

and aggregate CPI inflation is given by

πt = (1− η)πd
t + ηπ

M
t , (5)

where 0 < η < 1 is the weight of imported goods in aggregate consumption.

Foreign output and inflation are assumed to follow the stationary autoregressive

processes

yf
t+1 = ρyfy

f
t + ε

yf
t+1, (6)

πf
t+1 = ρπfπ

f
t + ε

πf
t+1, (7)

where 0 ≤ ρyf , ρπf < 1, and the shocks εyf
t+1, ε

πf
t+1 are white noise with variances

σ2
yf , σ

2
πf . The foreign nominal interest rate follows the simple Taylor-type rule

ift = gπf π̄
f
t + gyfy

f
t , (8)

where π̄f
t =

∑3
τ=0 π

f
t−τ is the annual foreign inflation rate.

2.2 Exchange rate determination

The model uncertainty that is the focus of the paper is primarily related to the de-

termination of the exchange rate. As mentioned in the Introduction, many empirical

studies have failed to find support for uncovered interest rate parity, and several ex-

planations for these failures have been suggested, such as persistent movements in

the exchange rate risk premium or non-rational exchange rate expectations. In order

to allow for different deviations from UIP, the nominal exchange rate (the price of

9A value of κ = 1 represents instantaneous pass-through, and κ = 0 no pass-through. See
Adolfson (2000) for a more detailed analysis of incomplete pass-through in a similar model, and,
e.g., Naug and Nymoen (1996) for some empirical evidence.
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foreign currency in terms of domestic currency) is assumed to satisfy the modified

interest rate parity condition

st = ŝt+1,t +
1

4

[
ift − it

]
+ us

t , (9)

where ŝt+1,t is the possibly non-rational expectation of the exchange rate in period

t + 1, given information in period t, and us
t is a risk premium, which follows the

stationary process

us
t+1 = ρsu

s
t + ε

s
t+1, (10)

where 0 ≤ ρs < 1 and εs
t+1 is white noise with variance σ2

s . To analyze the effects of

persistent movements in the risk premium, we will vary the persistence parameter

ρs, holding the variance σ2
s fixed.

Several studies reject the hypothesis that exchange rate expectations are ra-

tional, e.g., MacDonald (1990), Cavaglia et al. (1993), Ito (1990) and Froot and

Frankel (1989).10 Using survey data, Frankel and Froot (1987) test the validity

of alternative expectation formation mechanisms on the foreign exchange market:

adaptive expectations, equilibrium (or regressive) expectations, and distributed-lag

expectations. Their results indicate that expectations at the 3-month, 6-month and

12-month horizon can be explained by any of the three models. Since these three

expectations formation mechanisms have very similar consequences in our model

(they all make the exchange rate process more backward-looking), we here concen-

trate on adaptive expectations as an alternative to rational expectations.11 Thus,

the expected exchange rate in equation (9) is given by a combination of rational and

adaptive expectations according to

ŝt+1,t = ϑst+1|t + (1− ϑ)sA
t+1,t, (11)

where st+1|t represents rational expectations, sA
t+1,t represents adaptive expectations,

and the parameter ϑ measures the degree of rationality.

Under adaptive expectations, agents update their exchange rate expectations

slowly in the direction of the observed exchange rate, so their expectations are

given by

sA
t+1,t = (1− ξ) st + ξs

A
t,t−1, (12)

10On the other hand, Liu and Maddala (1992) and Osterberg (2000), using cointegration tech-
niques, cannot reject the hypothesis that expectations are rational.

11Results when using equilibrium/regressive expectations or distributed-lag expectations are
available from the authors upon request.
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where 0 < ξ < 1 measures the rate of updating. The expected exchange rate is then

a weighted average of previously observed exchange rates:

sA
t+1,t = (1− ξ)

t∑
τ=0

ξτst−τ . (13)

Thus, as the weight on rational expectations approaches zero, exchange rate expec-

tations become predominantly backward-looking.

The real exchange rate is defined in terms of domestic prices as

qt = st + p
f
t − pd

t . (14)

However, instead of directly observing the real exchange rate’s deviation from its

equilibrium value, in some versions of the model we assume that the central bank

can only observe the noisy variable

q̂t = qt + u
q
t , (15)

where the measurement error uq
t follows the stationary AR(1) process

uq
t+1 = ρqu

q
t + ε

q
t+1, (16)

where 0 ≤ ρq < 1 and the shock εq
t is white noise with variance σ

2
q . This specification

is intended to capture the uncertainty involved in measuring the equilibrium real

exchange rate, uncertainty that poses difficult problems for policymakers who want

to respond to the real exchange rate’s deviation from equilibrium.12

2.3 Monetary policy rules

Monetary policy is conducted by a central bank which follows a simple Taylor-type

rule when setting its interest rate, under perfect commitment. Thus, the central

bank sets the interest rate as a linear function of the deviations of the current output

gap and the annual CPI inflation rate (and possibly an exchange rate variable) from

their zero targets.13

As a benchmark we use the standard Taylor (1993) rule (denoted “T”), where

the interest rate depends only on output and inflation;

T : it = fππ̄t + fyyt, (17)

12This way of modeling data uncertainty is similar to that used by Orphanides (1998) and
Rudebusch (2000b) when analyzing the effects of output gap uncertainty.

13These policy are not reaction functions in the strict sense, since they include the exchange rate
variables (either directly or indirectly via CPI inflation), which are not predetermined.
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where π̄t =
∑3

τ=0 πt−τ is the four-quarter CPI inflation rate. The coefficients of this

policy rule are chosen by the central bank to minimize a standard intertemporal loss

function defined below.14

We then analyze three types of exchange rate rules, where the optimized Taylor

rule is extended to include an exchange rate variable. The first rule (denoted “∆S”)

includes the change in the nominal exchange rate,15

∆S : it = fππ̄t + fyyt + f∆s∆st; (18)

the second rule (denoted “Q”) includes the level of the real exchange rate (possibly

observed with an error),

Q : it = fππ̄t + fyyt + fq q̂t; (19)

and the third rule (denoted “∆Q”) includes the change in the real exchange rate,

∆Q : it = fππ̄t + fyyt + f∆q∆q̂t. (20)

In these three exchange rate rules, the optimized coefficients from the Taylor

rule (17) are taken as given, and the coefficient on the respective exchange rate

variable is optimized. Thus, the value of the exchange rate coefficient indicates

whether there are any extra gains from adding the exchange rate variable to the

optimized Taylor rule.16 It should however be kept in mind that the coefficients on

the exchange rate variables do not represent the full response to movements in the

exchange rate: in an open economy, also the Taylor rule (17) responds to movements

in the exchange rate, since these movements affect CPI inflation.17

14We do not include a lagged interest rate in the policy rules: when optimizing the Taylor rule,
the coefficient on the lagged interest rate is typically small. See more below.

15Our numerical algorithm is not very reliable when including non-stationary state variables,
such as the level of the nominal exchange rate. We therefore confine the analysis to policy rules
including stationary variables.

16If we optimize all coefficients in the exchange rate rules, the results are virtually identical, and
all conclusions remain unaltered.

17Using the domestic inflation rate in the Taylor rules instead of CPI inflation would result in
a rule more closely related to a closed-economy Taylor rule. However, the original rule proposed
by Taylor (1993) is formulated in terms of CPI inflation, and most central banks include imported
inflation in their official target rates of inflation. Therefore we choose to use the CPI inflation rate
in the policy rules.
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2.4 Central bank preferences

The policy rules will be evaluated using the intertemporal loss function

Et

∞∑
τ=0

δτLt+τ , (21)

where the period loss function is of the standard quadratic form

Lt = π̄
2
t + λy

2
t + ν(it − it−1)

2, (22)

and 0 < δ < 1 is the central bank’s discount factor. The parameters λ and ν measure

the weights on stabilizing output and interest rate movements relative to stabilizing

inflation.

It can be shown (see Rudebusch and Svensson, 1999) that as the discount fac-

tor δ approaches unity, the value of the intertemporal loss function (21) becomes

proportional to the unconditional expected value of the period loss function (22),

i.e.,

ELt = Var (π̄t) + λVar (yt) + νVar (∆it) . (23)

Thus, for each policy rule we calculate the unconditional variances of the goal vari-

ables (π̄t, yt,∆it), in order to evaluate the weighted variances in (23). For com-

parison, we normalize the value of the loss function in each model with the value

resulting from the unrestricted optimal outcome, when the central bank optimizes its

objective function under precommitment. This will give an idea of the quantitative

differences in welfare resulting from the different policy rules.

To solve the model, we rewrite it on state-space form as


 x1t+1

Etx2t+1


 = A


 x1t

x2t


 +Bit + εt+1, (24)

where x1t is a vector of predetermined state variables, x2t is a vector of forward-

looking variables, and εt+1 is a vector of disturbances to the predetermined variables.

The period loss function (22) can then be expressed as

Lt = z
′
tKzt, (25)

where K is a matrix of preference parameters and zt is a vector of potential goal

variables (and other variables of interest) that can be constructed from the state

variables and the interest rate as

zt = Cxxt + Ciit. (26)
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Appendix B.1 shows how to set up the system; Appendix B.2 demonstrates how

to calculate the dynamics of the system under a given simple policy rule, follow-

ing Söderlind (1999); and Appendix B.3 shows how to calculate the unconditional

variances of state and goal variables under the different rules.

3 Methodology and calibration

3.1 Methodology

Our primary interest lies in uncertainty about the determination of the exchange

rate and its effects on the economy. For these purposes the model has been designed

to allow for variations in the exchange rate model in several different dimensions:

1. The degree of exchange rate pass-through to import prices: the parameter κ

in equation (4);

2. The persistence of the risk premium: the parameter ρs in equation (10);

3. The volatility of the real exchange rate measurement error: the variance of εq
t ,

σ2
q , in equation (16); and

4. The degree of rationality in exchange rate expectations: the parameter ϑ in

equation (11).

In a purely backward-looking model, it would be fairly straightforward to define

the stochastic properties of the uncertain parameters and explicitly solve for the

optimal policy rule under model uncertainty.18 However, when the model contains

forward-looking elements, such an approach is not possible, so we must use an al-

ternative approach when investigating the effects of model uncertainty. First, after

analyzing a baseline specification of the model, we vary the parameters in consid-

eration and analyze how the policy rules and the outcomes differ across parameter

configurations. Second, we assume that the central bank is ignorant about the true

behavior of the exchange rate and optimizes its policy rule under the baseline con-

figuration of parameters, and we analyze the outcome when the actual configuration

turns out to be different. The first exercise will indicate how the different rules

perform under varying assumptions about the economy, while the second exercise—

along the lines of Rudebusch (2000a)—will give an indication as to what types of

18See, e.g., Söderström (2000a,b) or Sack (2000) for such analyses of closed economies.
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policy rules are more robust to variations in the parameters, and thus more attrac-

tive when the true state of the economy is unknown.

Since the model cannot be solved analytically, we will use numerical methods,

developed by Backus and Driffill (1986), Currie and Levine (1993) and others, as

described by Söderlind (1999).

3.2 Model calibration and the propagation of shocks

To calibrate the model, we choose parameter values that we deem reasonable in

order to match the dynamic behavior of the model with the stylized facts of small

open economies. In the output equation (1) the parameter βy on the lagged and

future output gap is set to 0.9, the degree of forward-looking behavior is set to

0.3, and the elasticities with respect to the real interest rate, the real exchange

rate and the foreign output gap are set to 0.15, 0.05 and 0.12, respectively. In the

determination of domestic inflation in equation (2) the degree of forward-looking

behavior is slightly higher, at 0.5, and the elasticities with respect to output and

the real exchange rate are set to 0.05 and 0.01, respectively. The weight of imported

goods in the CPI basket is set to 0.35, which is close to the actual weights in Norway

and Sweden.

Foreign output and inflation are both assigned the AR-parameter 0.8, and the

foreign central bank’s Taylor rule has the traditional coefficients of 0.5 on the output

gap and 1.5 on inflation. The domestic central bank’s preference parameters are set

such that the loss function penalizes squared deviations of inflation from target twice

as heavily as squared output deviations (so λ = 0.5), and there is some preference

for interest rate smoothing (ν = 0.1); and the discount factor δ is set close to unity,

at 0.99. The variances of the disturbance terms are taken from a structural vector

auto-regression (VAR) on the Norwegian economy, so σ2
y = 0.656, σ2

π = 0.389, σ2
yf =

0.083, and σ2
πf = 0.022 (see Leitemo and Røisland, 2000, for details). While the

persistence parameter of the risk premium will vary between model configurations

(see below), the variance of the risk premium shock is always fixed at 0.844, a

value also taken from the VAR-model. Finally, the persistence parameter of the real

exchange rate measurement error (when applicable) is set to 0.3.

Table 1 summarizes these parameter values, which are kept fixed throughout the

analysis.

In the baseline model, the parameters relating to the exchange rate are set to their

conventional values, so there is instantaneous exchange rate pass-through (κ = 1),

the risk premium is not very persistent (ρs = 0.3), there is no error when observing

11



Table 1: Fixed parameter values

Output Inflation Foreign economy Exchange rate Preferences
βy 0.9 ϕπ 0.5 ρyf 0.8 σ2

s 0.844 δ 0.99
ϕy 0.3 γy 0.05 ρπf 0.8 ρq 0.3 λ 0.5
βr 0.15 γq 0.01 gyf 0.5 ν 0.1
βq 0.05 η 0.35 gπf 1.5
βyf 0.12 σ2

π 0.389 σ2
yf 0.083

σ2
y 0.656 σ2

πf 0.022

Table 2: Alternative model configurations

Configuration Parameter involved Baseline value Range of variation
1. Exchange rate pass-through κ 1 [ 0.1, 1 ]

2. Persistence of risk premium ρs 0.3 [ 0, 0.9 ]

3. Variance of measurement error σ2
q 0 [ 0, 3 ]

4. Adaptive expectations ϑ 1 [ 0, 1 ]
ξ – 0.1

the real exchange rate (σ2
q = 0), and expectations are rational (ϑ = 1). We then

analyze each departure from the baseline in turn, varying the rate of exchange rate

pass-through, the persistence of the risk premium, the variance of the measurement

error, and the weight on rational expectations. Under adaptive expectations, the

parameter ξ describing the rate of updating is set to 0.1, which is slightly larger

than the empirical findings of Frankel and Froot (1987). Table 2 presents the values

of the exchange rate parameters in the baseline model, and their range of variation

in the alternative configurations.

In order to get an overview of the transmission mechanism in the model, it is

useful to examine the impulse responses of the baseline model under the optimized

Taylor rule (to be presented below), in particular in response to three shocks: an

output shock, a domestic inflation shock and a shock to the risk premium. The

impulse responses to a one standard deviation shock in each disturbance are shown

in Figure 1.

A shock to the output gap in the first row produces a level of output that is above

the natural level for four quarters before slightly undershooting the natural level for

the following five quarters and then converging towards the equilibrium (zero) level.

CPI inflation first falls (reacting to an initial nominal exchange rate appreciation)
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Figure 1: Impulse responses under optimized Taylor rule in baseline model

Note: One standard deviation shocks, policy given by rule T in Table 3.

and then increases above the target level (due to the positive output gap). As a

result of the output and inflation movements, the nominal interest rate is quickly

raised and then returns back to zero. Since the output disturbance has small effects

on domestic inflation (not shown), and the long-run effects on the domestic price

level are virtually zero, the nominal and real exchange rates follow each other closely,

and the nominal exchange rate settles at the same level as before the shock. (The

long-run value of the nominal exchange rate is given by the differential between

the domestic and foreign price levels.) The initial exchange rate appreciation is

driven by future expected interest rate differentials, and in the following periods,

the exchange rate gradually depreciates back to its equilibrium level.

A shock to domestic inflation in the second row has a hump-shaped effect on

annual CPI inflation, and thus on the nominal interest rate. The interest rate

increase, together with an appreciated real exchange rate (since the domestic price

level rises), drives output down to a minimum level after five quarters. Output

remains persistently below its equilibrium for a total of eight quarters before the

output gap is closed. Inflation is gradually forced back to target, with a slight

undershooting. Interestingly, although the interest rate is raised, there is no initial

nominal exchange rate appreciation: since the inflation disturbance is expected to

be offset only gradually, the long-run price differential increases, resulting in an

13



exchange rate depreciation towards a higher equilibrium level.

A shock to the risk premium in the third row produces a depreciation of the

nominal exchange rate, which has an immediate effect on CPI inflation and hence

the interest rate is increased. The nominal exchange rate then quickly appreciates,

rapidly reducing CPI inflation and the interest rate. Since domestic prices are

sticky, the nominal exchange rate depreciation is translated into a real exchange

rate depreciation, which has an expansive effect on output, after an initial fall.

4 Optimized simple policy rules and exchange rate model

uncertainty

We now turn to the main objective of the paper: the performance and robustness of

different policy rules in the various versions of our model. The analysis proceeds in

three steps: we begin by discussing the optimized policy rules for the baseline model;

we then demonstrate how these optimized rules vary as the model changes; and we

end by analyzing how well the optimized rules for the baseline model perform when

the true model is different from the baseline.

In an open economy, it may seem natural to use the exchange rate as an indicator

for monetary policy and include it in the central bank’s policy rule. As described in

previous sections, the exchange rate enters as an important forcing variable for all

endogenous variables in the model, and is a central element of the monetary trans-

mission mechanism. At the same time, the exchange rate is highly endogenous: it is

the price that equilibrates the demand and supply of foreign and domestic currency,

and as such it is very sensitive to the forces determining supply and demand. If

monetary policy is already responding to these underlying forces to an appropriate

degree, there may be no role for the exchange rate as an extra indicator.19 The

question thus boils down to whether the inflation and output gaps are sufficient

indicators for the state of the small open economy.

4.1 Optimized policy rules in the baseline model

We begin by optimizing the four policy rules in the baseline model. Table 3 shows

the obtained policy rules, and Table 4 shows the resulting unconditional variances

of some important variables, as well as the value of the loss function (23).20 (The

19See also Taylor (2000).
20The optimized coefficients are obtained using the Constrained Optimization (CO) routines in

Gauss, which solve a nonlinear programming problem using the sequential quadratic programming
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Table 3: Optimized policy rules in baseline model

Rule Coefficient on
yt π̄t ∆st q̂t ∆q̂t

T 1.67 1.93 – – –
∆S 1.67 1.93 −0.17 – –
Q 1.67 1.93 – 0.04 –
∆Q 1.67 1.93 – – −0.21

Note: Simple rule coefficients that minimize the objective function (23) with λ = 0.5, ν = 0.1.
Output and inflation coefficients optimized for Taylor rule, exchange rate coefficients optimized for
each rule.

column marked “Relative loss” in Table 4 shows the loss as percent of that from

the optimal unrestricted policy under commitment, rule C.) We first note that

the optimized coefficients in the Taylor rule (T ) are larger than in the standard

Taylor (1993) rule: 1.67 on the output gap and 1.93 on annual CPI inflation. This

rule also performs very well in comparison with the optimal unrestricted rule under

commitment (rule C): the loss in the second row of Table 4 is only around 8 percent

higher than in the first row. Most importantly, including the exchange rate variables

in the policy rule yields only small improvements relative to the T rule: there are

only marginal decreases in the value of the loss function in the next three rows,

and the Q rule gives almost no improvement at all. Interestingly, the optimized

coefficients on the rate of real and nominal exchange rate depreciation in Table 3

are negative: the central bank thus responds to a depreciation of the exchange rate

by raising the interest rate less than under the T rule.21 The coefficient on the level

of the real exchange rate is positive, however, although small.

That extending the Taylor rule with an exchange rate variable gives little im-

provement in terms of the stability of the economy is a common result in the liter-

ature (see Taylor, 2000, for an overview). However, the result that the optimized

coefficients on the rate of exchange rate depreciation are negative is less common,

method. As mentioned earlier, including the lagged interest rate in the policy rules has no signifi-
cant effects on the results, as it obtains a fairly small optimized coefficient. This is partly due to
the low degree of forward-looking behavior in the model. As shown by Woodford (1999), optimal
policy in a forward-looking model (under commitment) displays a large degree of interest rate iner-
tia, so including a lagged interest rate in a suboptimal rule can often be beneficial. But this result
hinges crucially on the degree of forward-looking behavior: with the low weight on forward-looking
behavior in our model, there are only small gains from introducing more inertia in the policy rule.
Furthermore, since our policy rule includes the annual inflation rate, there is already some inertia
in the rule. (See also Nessén and Vestin, 2000.)

21Note that the total response is still to raise the interest rate in the face of an exchange rate
depreciation, since the depreciation also increases CPI inflation. If we instead use domestic inflation
in the policy rules, the optimized coefficients on the exchange rate variables are always positive.
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Table 4: Unconditional variances of important variables and value of loss function
in baseline model

Rule Variance of Loss Relative loss
yt π̄t ∆st q̂t ∆q̂t it ∆it

C 3.08 5.06 3.26 4.01 3.34 10.98 4.47 7.04 100.00
T 3.44 5.16 2.95 4.22 3.11 12.78 7.03 7.58 107.66
∆S 3.31 5.22 3.03 4.15 3.17 12.42 6.82 7.55 107.27
Q 3.46 5.15 2.90 4.23 3.07 12.72 7.03 7.58 107.66
∆Q 3.28 5.20 3.05 4.10 3.18 12.53 6.93 7.53 107.39

Note: Loss calculated from equation (23), with λ = 0.5, ν = 0.1. Relative loss expressed as percent
of loss from optimal unrestricted policy under commitment (rule C).

and may seem counterintuitive. It therefore warrants some further consideration.

First note that in the baseline model with rational expectations, the solution for

the nominal exchange rate is given by iterating on equation (9), with ŝt+1,t = st+1|t,

resulting in

st = −1

4

∞∑
j=0

[
it+j|t − ift+j|t

]
+

∞∑
j=0

us
t+s|t + lim

j→∞

(
pd

t+j|t − pf
t+j|t

)
, (27)

where we have used the definition of the real exchange rate and the long-run PPP

condition limj→∞ qt+j|t = 0. Thus, the current exchange rate depends on the sum

of expected future interest rate differentials corrected for the risk premium and the

equilibrium price level differential.22 Although an upward revision of expected future

interest rate differentials leads to an instantaneous exchange rate appreciation, a

current positive interest rate differential means that the exchange rate is expected

to depreciate:

∆st+1|t =
1

4

[
it − ift

]
− us

t . (28)

Hence, a monetary policy rule that induces a higher interest rate (differential) will

increase the expected rate of depreciation.

For these reasons, forward-looking behavior in the exchange rate market intro-

duces a potential conflict between the direct exchange rate channel (affecting CPI

inflation via imported inflation) and the other channels of monetary policy. A de-

preciation caused by a high interest rate differential feeds directly into CPI inflation,

which induces an even higher interest rate differential, leading to an even greater

22This price level effect may be quite substantial, depending on the type of shock hitting the
economy. In Figure 1 shocks to domestic inflation have the strongest long-run nominal exchange
rate response, as the loss function only provides incentives for bringing the inflation rate back to
its pre-shock value, leading to base drift in the price level.
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rate of depreciation, etc. As a result, when the central bank responds separately to

the exchange rate depreciation by raising the interest rate further, the interest rate

and the exchange rate become more volatile, leading to larger volatility also in the

real economy.

However, this effect can be reduced by letting monetary policy respond negatively

to the rate of exchange rate depreciation, thus reducing interest rate and exchange

rate volatility. An expected positive interest rate differential then first produces

an immediate appreciation, leading to an increased interest rate. But the negative

policy response to the following depreciation implies that the interest rate is below

that implied by the Taylor rule during the time of depreciation. The expected future

sum of interest rate differentials are then smaller than under the Taylor rule and the

exchange rate closer to its equilibrium rate. As a consequence, the exchange rate

and the interest rate are both more stable, leading to less output volatility, although

at the price of slightly higher volatility in inflation.

This conflict between the direct and indirect exchange rate channels seems to

be present also in other studies. Svensson (2000) compares a Taylor rule including

domestic inflation with one including CPI inflation, and thus with a positive coeffi-

cient (of 0.45) on the change in the nominal exchange rate. In that model, the latter

rule leads to a lower variance in CPI inflation but higher variance in output. Like-

wise, Taylor (1999) includes the current and lagged real exchange rate in a policy

rule for Germany, France and Italy (with coefficients 0.25 and −0.15, respectively).
In France and Italy this lowers the variances of both output and inflation, but in

Germany the variance in output increases. Thus, there seems to be a trade-off in

both Svensson’s model and in Taylor’s model for Germany: a positive response to

the exchange rate increases the variance in output and decreases the variance in

inflation, just as in our model.23 Whether this trade-off makes the central bank

prefer a positive or a negative response to the exchange rate naturally depends both

on parameter values and on the central bank’s preferences. In our baseline specifi-

cation, the central bank prefers a negative response, allowing for a higher variance

of inflation, but a lower variance in output (and in the interest rate). As we shall

see below, the conflict is less severe when the degree of exchange rate pass-through

is small (since the effects of the exchange rate on CPI inflation are more sluggish)

and when exchange rate expectations are predominantly backward-looking (since

the exchange rate then is less sensitive to the interest rate differential). Thus, in

23If we force the central bank to respond positively to changes in the real exchange rate, this is
exactly what happens.
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Figure 2: Exchange rate coefficients in different model configurations

Note: Optimized exchange rate coefficients, given output and inflation coefficients.

some configurations of the model the optimized coefficients on the rate of exchange

rate depreciation are positive.

4.2 Optimized policy rules in the different models

The optimized policy rule coefficients are of course sensitive to the exact specifica-

tion of the model. Figure 2 shows how the exchange rate coefficients vary in the

different model configurations.24 The long-dashed lines represent the coefficient in

the ∆S rule, the short-dashed lines represent the Q rule, and the dashed-dotted

lines represent the coefficient in the ∆Q rule.

The degree of exchange rate pass-through plays an important role in the model,

since it determines the direct effects of exchange rate movements on CPI inflation,

and the importance of the conflict between the direct exchange rate channel and

the other transmission channels. As the speed of pass-through (κ) falls in panel (a),

the coefficients on the exchange rate depreciation increase, and with a rate of pass-

through below κ = 0.5 the coefficients are positive. As the direct exchange rate

channel becomes more sluggish (when κ falls) the conflict between this channel and

the other channels of monetary policy becomes less important. There is therefore

24The coefficients on output and inflation are shown in Figure C.1 in Appendix C.
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less of a need for a negative response to the exchange rate variables, and the central

bank instead tightens policy more when the nominal exchange rate depreciates to

avoid the indirect inflationary effects.25 The coefficient on the level of the real

exchange rate is positive for all degrees of pass-through.

The persistence of the risk premium determines the relative importance of risk

premium shocks in creating volatility in the economy. Increasing the persistence

of the risk premium (ρs) in panel (b) the coefficients on the change in the nominal

and real exchange rate fall further, whereas that on the level of the real exchange

rate first falls slightly and then increases. When the risk premium becomes more

persistent, its effects on the economy become more long-lived, and risk premium

shocks become a more important source of volatility. Thus, the motivation for

offsetting such shocks becomes stronger, and the coefficients on the exchange rate

variables all increase (in absolute terms).

The error when measuring the real exchange rate affects the desirability of re-

sponding to the real exchange rate. Varying its variance in panel (c) thus only affects

the coefficients on the real exchange rate: as the variance increases, the coefficients

on both the level and the change of the real exchange rate approach zero. This result

is in line with the results of Orphanides (1998) and Rudebusch (2000b) concerning

output gap uncertainty: the optimal response to a noisy indicator becomes smaller

as the amount of noise increases.26

Finally, the weight on adaptive expectations determines the degree to which the

foreign exchange market is forward-looking, and thus the effects of interest rate

changes on the exchange rate. Introducing adaptive expectations in panel (d) ini-

tially has little effect on the exchange rate coefficients, but as the weight on rational

expectations becomes small (so 1− ϑ becomes large), the exchange rate coefficients

increase and, again, eventually become positive. When the exchange rate is pre-

dominantly backward-looking, it is less sensitive to the expected future interest rate

differential, and therefore the incentives for dampening exchange rate volatility with

a negative response to the rate of depreciation become less important.

Appendix A describes in detail the implications for the exchange rate of com-

bining adaptive and rational expectations. The main insight is that as long as the

weight on adaptive expectations is not too large, the implications of rational expec-

tations still dominate and the model properties are kept by and large. A moderate

25Figure C.1 in Appendix C shows that the optimized coefficient on inflation decreases with the
speed of pass-through, much for the same reason.

26See also Svensson and Woodford (2000) and Swanson (2000) for analyses of the optimal re-
sponse to noisy indicators.
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Figure 3: Value of loss function with optimized simple rules in different model
configurations

Note: Value of loss function as percent of loss from optimal unrestricted policy under commitment.

weight on adaptive expectations introduces a positive autoregressive component in

the exchange rate process, without changing the fact that the exchange rate reacts

to the entire expected sum of future interest rate differentials, so the conflict is still

important. In the fully adaptive case, however, there is no conflict as the exchange

rate is given by

st = s
A
t,t−1 −

1

4ξ

[
it − ift

]
+
1

ξ
us

t , (29)

so only the current interest rate differential and risk premium matter for the ex-

change rate. As a consequence, the optimized exchange rate coefficients are all

positive.

Figure 3 shows the loss resulting from each policy rule when the model is altered.

(A solid line here represents the T rule.) Depending on model configuration, the

relative performance of the policy rules also varies.27 Nevertheless, the differences in

loss are still fairly small: there are thus no large gains to be made from including the

exchange rate in the policy rule in any configuration. Furthermore, the loss relative

to the optimal unrestricted rule under commitment is small, unless the persistence

27The T rule of course always yields the worst outcome, since the exchange rate rules are gen-
eralizations of the Taylor rule.
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of the risk premium is close to one. In sum, the simple Taylor rule seems to be

rather efficient in stabilizing the open economy, regardless of the exact specification

of the exchange rate model.

4.3 Robustness of the baseline policy rules in the different models

Having discussed the optimized policy rules when the central bank knows the true

model, we now turn to the case of model uncertainty. In this section we assume that

the central bank is unaware of the true model determining the exchange rate or its

effects on the economy, but optimizes its policy rule for the baseline model (which

could be interpreted as the most likely model, as it is similar to conventional open

economy models). We then calculate the outcome if the true model turns out to

be different from the baseline. This way we hope to say something about the risks

facing policymakers and about the robustness of the alternative policy rules.28

Figure 4 shows the loss resulting from using the optimized baseline rules of

Table 3 in the different model configurations. (The loss is expressed as percent

of the loss from the optimal unrestricted policy rule under commitment in each

model.) Again we note that the variation in loss is fairly small, except in some

extreme parameterizations where the optimized coefficients differ substantially from

those in the baseline rules. There are, however, some differences in the relative

performance of the policy rules.

Varying the degree of exchange rate pass-through in panel (a) has no important

effects on the outcome using the baseline rule. The ∆Q rule performs slightly better

than the ∆S rule while the T and Q rules give a worse outcome. (Now, of course, the

T rule may well perform better than the other rules, since the rules are optimized

in one model and evaluated in another. Also, the T and Q rules lead to similar

outcomes since the coefficient on the real exchange rate in the Q rule is very small.)

Increasing the persistence of the risk premium in panel (b) increases the loss

under all rules. When the risk premium is very persistent, all policy rules perform

considerably worse than the optimal unrestricted rule under commitment: when

ρs = 0.9 the simple rules lead to a loss which is three times larger than that under

the optimal unrestricted rule and almost twice as large as that of the optimized

simple rules in Figure 3. Nevertheless, there are no large differences between the

28Note that this modeling strategy does not put the central bank on the same footing as the
other agents in the model, since these know the true model while the central bank does not. We
thus look at the robustness of policy rules in the sense of McCallum (1988, 1999) and Rudebusch
(2000a) rather than in the sense of robust control theory (e.g., Hansen and Sargent, 2000), where
all agents in the model share the same doubts about the true model specification.
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Figure 4: Value of loss function using baseline simple policy rules in different model
configurations

Note: Value of loss function as percent of loss from optimal unrestricted policy under commitment
in each configuration.

policy rules.

Increasing the variance of the measurement error in panel (c) worsens the per-

formance of both real exchange rate rules. Although the ∆Q rule performs slightly

better than the other rules when the measurement error is small, its performance

deteriorates as the amount of noise increases, and when the variance of the mea-

surement error is large, it performs worse than the other rules. Again, however, the

differences are fairly small overall, also compared with the outcomes of the optimized

policy rules.

Finally, under adaptive expectations in panel (d), there is more variation in

the outcomes, and larger differences across the rules, especially when expectations

are predominantly adaptive. For large weights on adaptive expectations, the ∆S

and ∆Q rules perform considerably worse than the Q and T rules, and the Q rule

performs slightly better than the T rule.

In conclusion, although all rules are fairly robust to model uncertainty, the T rule

and the Q rule (which is very similar to the T rule) are more robust to uncertainty

about the formation of exchange rate expectations. Thus, the traditional Taylor rule

seems both efficient and robust as a guide for monetary policy in an open economy.
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5 Summary and conclusions

The exchange rate is an important part of the monetary transmission mechanism

in an open economy. Therefore, it may seem natural to include some measure of

the exchange rate in the central bank’s policy rule, in order to better stabilize the

economy. At the same time, the model determining the exchange rate and its effects

on the economy is inherently uncertain. This paper therefore analyzes the gains

from including the exchange rate in an optimized Taylor rule, how these gains vary

with the specification of the exchange rate model, and how robust different policy

rules are to uncertainty about the exchange rate model.

We find that including the exchange rate in an optimized Taylor rule gives little

improvement in terms of economic stability. This is true in most configurations

of the exchange rate model. Furthermore, the policy rules that respond to the

real or nominal rate of exchange rate depreciation are slightly more sensitive to

model uncertainty than is the traditional Taylor rule, in particular with respect

to the formation of exchange rate expectations. Thus, our results indicate that a

traditional Taylor rule responding optimally to CPI inflation and the output gap

may be sufficient to stabilize also a small open economy, and it is also robust to

exchange rate model uncertainty.

This paper has concentrated on uncertainty concerning the exchange rate model.

Future work could extend the analysis by including other types of uncertainty, e.g.,

concerning the equilibrium real interest rate or the natural level of output. Another

extension would be to use robust control techniques (see Hansen and Sargent, 2000)

in order to design robust rules for monetary policy in an open economy. Since the

exchange rate model is perhaps the most uncertain part of the monetary transmission

mechanism, we believe that the robustness of policy rules to exchange rate model

uncertainty is central to monetary policy research in open economies.
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A Exchange rate dynamics under adaptive expectations

Under adaptive expectations, the equation system to be solved is given by

st = ϑst+1|t + (1− ϑ)sA
t+1,t −

1

4

[
it − ift

]
+ us

t , (A1)

sA
t+1,t = (1− ξ)st + ξs

A
t,t−1. (A2)

Equation (A2) may be written as

sA
t+1,t = (1− ξ)st + ξLs

A
t+1,t, (A3)

where L is the lag operator. Isolating for the next-period expected exchange rate

yields

sA
t+1,t =

1− ξ
1− ξLst, (A4)

and substituting the expected rate into equation (A1) yields

st = ϑst+1|t + (1− ϑ) 1− ξ
1− ξLst − 1

4

[
it − ift

]
+ us

t , (A5)

(1− ξL)st = (1− ξL)ϑst+1|t + (1− ϑ)(1− ξ)st

−1

4
(1− ξL)

[
it − ift

]
+ (1− ξL)us

t , (A6)

(ϑ+ ξ − ϑξ)st = ξst−1 + ϑst+1|t − ξϑst|t−1

−1

4

[
it − ift

]
+
1

4
ξ

[
it−1 − ift−1

]
+ us

t − ξus
t−1 (A7)

st = ΘA
1 st−1 +ΘA

2 st+1|t +ΘA
3 st|t−1 + ω

A
t , (A8)

where

ΘA
1 =

ξ

ϑ+ (1− ϑ)ξA , (A9)

ΘA
2 =

ϑ

ϑ+ (1− ϑ)ξ , (A10)

ΘA
3 =

−ϑξ
ϑ+ (1− ϑR)ξ

, (A11)

ωA
t =

1

ϑ+ (1− ϑR)ξ

×
{
−1

4

[
it − ift

]
+
1

4
ξ

[
it−1 − ift−1

]
+ us

t − ξus
t−1

}
. (A12)
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The characteristic equation associated with (A8) is given by

ΘA
2 µ

2 − (1−ΘA
3 )µ+ΘA

1 = 0 (A13)

which solves for the backward and forward roots respectively keeping in mind the

restriction on the ΘA’s,

µB =

(
ΘA

1 +ΘA
2

)
−

√
(ΘA

2 −ΘA
1 )

2

2ΘA
2

(A14)

µF =

(
ΘA

1 +ΘA
2

)
+

√
(ΘA

2 −ΘA
1 )

2

2ΘA
2

. (A15)

The solution to equation (A7) can now be written as

st = µBst−1 + (1−ΘA
2 µB)

−1
∞∑
i=0

(µF )
−i ωA

t+i|t (A16)

+

(
1−ΘA

2 −ΘA
1

)

ΘA
2 µF (1−ΘA

2 µB)

∞∑
i=0

(µF )
−i ωA

t+i|t−1

+(1− µB) lim
j→∞

(pt+j|t − pf
t+j|t). (A17)

In order to explain the slow effects of changes in ϑ on the optimized exchange

rate coefficients, first note that the forward root, µF , equals unity for ϑ ≥ ξ, which

means that the expected future sum of the risk-premium corrected interest rate

differentials remain undiscounted when the degree of adaptive expectations is not

too large. Thus, there is a relatively strong feedback to the exchange rate from a

future persistent interest rate movement. This implies that the initial reaction to

exchange rate may be quite substantial as in the pure rational expectations case. As

the weight on adaptive expectations increases, the persistence (µB) in the exchange

rate process increases and the initial reaction to the exchange rate is exacerbated.

The rationally expected rate of depreciation can be expressed as in the rational

expectations case, assuming ϑ ≥ ξ, as

∆st+1|t = µB∆st + (1−ΘA
2 µB)

−1
{
1

4

[
it − ift

]
− us

t

}

+

(
1−ΘA

2 −ΘA
1

)

ΘA
2 (1−ΘA

2 µB)

{
1

4

[
it−1 − ift−1

]
− us

t−1

}

+(1− µB) lim
j→∞

(
πt+j − πf

t+j

)
. (A18)

For conventional parameter values, the expected next-period rate of depreciation is

determined mainly by the current interest rate differential. However, as the rate
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of persistence increases, the direction of the current period exchange-rate move-

ment has an increasingly stronger influence upon the future movement. An initial

exchange rate appreciation, e.g., due to an upward revision of future interest rate

differentials, produces expectations of further appreciations. This effect gradually

dies out as the persistence and the rate of movement indicated by the interest rate

differentials dominate and pull in the opposite direction. The persistence now ex-

acerbates the depreciation. In this situation a given interest rate differential exerts

a greater influence on inflation through the direct exchange rate channel than in

the rational expectations case. The inflation coefficient is therefore even more in-

appropriate and the optimal exchange-rate coefficient stays negative for very large

weights on adaptive expectations. In the limit, however, when ϑ = 0, the exchange

rate process is given by

st = st−1 − 1

ξ

{
1

4

[
it − ift

]
+ us

t

}
+
1

4

[
it−1 − ift−1

]
+ us

t−1, (A19)

which implies that there is no response of the exchange rate to the future expected

interest rate differential and a positive current interest rate differential implies a

gradual appreciation, under the condition that the interest rate differential in the

previous period does not deviate too much from the current one (the second term

will dominate the third). There is hence no conflict between the interest rate channel

and exchange rate channels; an interest rate increase implies a contractionary policy

through all channels.

B Model appendix

B.1 Setting up the model

To solve the model, we first formulate it on state-space form. First, define the real

variable

qA
t+1 ≡ sA

t+1,t + p
f
t+1 − pd

t+1, (B1)

and use in (12) together with (14) to get

qA
t+1 − pf

t+1 + p
d
t+1 = (1− ξ)qt + ξqA

t − pf
t + p

d
t . (B2)

Solving for qA
t+1 yields

qA
t+1 = (1− ξ) qt + ξqA

t + πf
t+1 − πd

t+1

= (1− ξ) qt + ξqA
t + ρπfπ

f
t + ε

πf
t+1 − πd

t+1|t − επ
t+1. (B3)
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Also,

sA
t+1,t = (1− ξ) qt + ξqA

t + pd
t − pf

t . (B4)

Use (14), (11) and (B4) in (9) to eliminate the nominal exchange rate:

qt + p
d
t − pf

t

= ϑ
[
qt+1|t + pd

t+1|t − pf
t+1|t

]
+ (1− ϑ)

[
(1− ξ) qt + ξqA

t + pd
t − pf

t

]

+
1

4

[
ift − it

]
+ us

t , (B5)

and rearrange to get

Ωqqt = ϑqt+1|t + (1− ϑ)ξqA
t + ϑ

[
pd

t+1|t − pf
t+1|t

]
− ϑ

[
pd

t − pf
t

]

+
1

4

[
ift − it

]
+ us

t , (B6)

where

Ωq ≡ 1− (1− ϑ) (1− ξ)
= ϑ+ (1− ϑ)ξ. (B7)

Now use

pd
t = πd

t + p
d
t−1, (B8)

pf
t = πf

t + p
f
t−1, (B9)

pd
t+1|t = πd

t+1|t + p
d
t

= πd
t+1|t + π

d
t + p

d
t−1, (B10)

pf
t+1|t = πf

t+1|t + p
f
t

= (1 + ρπf) π
f
t + p

f
t−1, (B11)

to eliminate the non-stationary price levels and solve for qt+1|t:

ϑqt+1|t = Ωqqt − (1− ϑ)ξqA
t − ϑπd

t+1|t + ϑρπfπ
f
t − 1

4

[
ift − it

]
− us

t . (B12)

Likewise, eliminate st, p
d
t , p

f
t from (4):

πM
t = (1− κ) πM

t−1 + κ
(
πf

t + qt − qt−1 + π
d
t − πf

t

)

= (1− κ) πM
t−1 + κ

(
qt − qt−1 + π

d
t

)
(B13)
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Finally, lead (8) one period and combine with (6) and (7) to get

ift+1 = gyfy
f
t+1 + gπf π̄

f
t+1 (B14)

= gyfρyfy
f
t + gπf

[
(1 + ρπf) π

f
t + π

f
t−1 + π

f
t−2

]
+ gyfε

yf
t+1 + gπfε

πf
t+1.

Then the equations for the 21 predetermined state variables are given by (10),

(16), (B13), (6), (7), (B14), (B3), (15), the additional equations

yt+1 = yt+1|t + ε
y
t+1, (B15)

πd
t+1 = πd

t+1|t + ε
π
t+1, (B16)

and identities for εy
t , ε

π
t , π

d
t , π

d
t−1, π

d
t−2, π

M
t−1, π

M
t−2, π

f
t , π

f
t−1, qt and it.

The equations for the 3 forward-looking variables are given by (B12), and by (1)

and (2) after taking expectations at t and solving for yt+2|t, πt+2|t:

βyϕyyt+2|t = yt+1|t − βy (1− ϕy) yt + βrit − 4βrπ
d
t+1|t − βqqt − βyfy

f
t , (B17)

ϕππ
d
t+2|t = πd

t+1|t − (1− ϕπ) π
d
t − γyyt+1|t − γqqt+1|t. (B18)

Using the predetermined state variables and the forward-looking variables, we

can calculate CPI inflation, the change in the nominal exchange rate and the change

in the observed real exchange rate as

πt = (1− η)πd
t + ηπ

M
t

= (1− η)πd
t + η

[
(1− κ) πM

t−1 + κ
(
qt − qt−1 + π

d
t

)]
, (B19)

∆st = qt − qt−1 + π
d
t − πf

t , (B20)

∆q̂t = qt + u
q
t − q̂t−1. (B21)

The annual domestic and CPI inflation rates are given by

π̄d
t =

τ=3∑
τ=0

πd
t−τ (B22)

π̄t = (1− η)
[
πd

t + π
d
t−1 + π

d
t−2 + π

d
t−3

]

+ η
[
(1− κ) πM

t−1 + κ
(
qt − qt−1 + π

d
t

)
+ πM

t−1 + π
M
t−2 + π

M
t−3

]

= (1− η + ηκ) πd
t + (1− η)

[
πd

t−1 + π
d
t−2 + π

d
t−3

]

+ η(2− κ)πM
t−1 + η

[
πM

t−2 + π
M
t−3

]
+ ηκ [qt − qt−1] . (B23)

Then we can define 10 potential goal variables (or variables to be included in the

policy rules) by equations (B19)–(B23), (B3), identities for yt, π
d
t , and it, and the
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change in the interest rate, ∆it.

To set up the system, define an (n1 × 1) vector (n1 = 21) of backward-looking

(predetermined) state variables as

x1t ≡
{
εy

t , ε
π
t , u

s
t , u

q
t , yt, π

d
t , π

d
t−1, π

d
t−2, π

d
t−3, π

M
t−1, π

M
t−2, π

M
t−3,

yf
t , π

f
t , π

f
t−1, π

f
t−2, i

f
t , q

A
t , q̂t−1, qt−1, it−1

}′
, (B24)

an (n2 × 1) vector (n2 = 3) of forward-looking state variables as

x2t ≡
{
yt+1|t, πd

t+1|t, qt
}′
, (B25)

an (n1 × 1) vector of disturbances to the predetermined variables as

ε1t ≡
{
εy

t , ε
π
t , ε

s
t , ε

q
t , ε

y
t , ε

π
t , 0

′
1×6, ε

yf
t , ε

πf
t , 0

′
1×2,

gyfε
yf
t + gπfε

πf
t , ε

πf
t − επ

t , 0
′
3×1

}′
, (B26)

and an (nz × 1) vector (nz = 10) of goal variables as

zt ≡
{
yt, π

d
t , π̄

d
t , πt, π̄t,∆st, q̂t,∆q̂t, it,∆it

}′
. (B27)

Then the model can be written on state-space form as

A0


 x1t+1

Etx2t+1


 = A1xt +B1it + εt+1, (B28)

or 
 x1t+1

Etx2t+1


 = Axt +Bit + εt+1, (B29)

where

xt ≡

 x1t

x2t


 , εt+1 ≡


 ε1t+1

0n2×1


 , (B30)

and A ≡ A−1
0 A1, B ≡ A−1

0 B1.
29

Defining ιj as a row vector of suitable length with 1 in the jth position and zero

elsewhere, the matrices A0, A1, B1 are given by

A0 =




In1 0n1×n2

0n2×n1

βyϕy 0 0

0 ϕπ γq

0 0 ϑ



, (B31)

29Note that A−1
0 εt = εt, since A0 is block diagonal with an identity matrix as the block

(1 : n1, 1 : n1) and elements (n1 + 1 : n) of εt are all zero.
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A1 =
{
0′2×n, ρsι

′
3, ρqι

′
4, ι

′
22, ι

′
23, ι

′
6, ι

′
7, ι

′
8, A

′
1,10, ι

′
10, ι

′
11, ρyf ι

′
13, ρπf ι

′
14,

ι′14, ι
′
15, A

′
1,17, A

′
1,18, ι

′
4 + ι

′
24, ι

′
24, 0

′
1×n, A

′
1,22, A

′
1,23, A

′
1,24

}′
, (B32)

where

A1,10 = κ (ι6 − ι20 + ι24) + (1− κ)ι10, (B33)

A1,17 = gyfρyf ι13 + gπf [(1 + ρπf) ι14 + ι15 + ι16] , (B34)

A1,18 = ρπf ι14 + ξι18 − ι23 + (1− ξ) ι24 (B35)

A1,22 = −βy (1− ϕy) ι5 − βyf ι13 + ι22 − 4βrι23 − βqι24, (B36)

A1,23 = − (1− ϕπ) ι6 − γyι22 + ι23, (B37)

A1,24 = −ι3 + ϑρπf ι14 − 1

4
ι17 − (1− ϑ)ξι18 − ϑι23 + Ωqι24, (B38)

and

B1 =
{
0′20×1, 1, βr, 0, 1/4

}′
. (B39)

Likewise, the goal variables can be written as

zt = Cxxt + Ciit, (B40)

where

Cx =
{
ι′5, ι

′
6, (ι

′
6 + ι

′
7 + ι

′
8 + ι

′
9) , C

′
x,4, C

′
x,5, C

′
x,6,

ι′4 + ι
′
24, ι

′
4 + ι

′
24 − ι′19, 0′1×n,−ι′21

}′
, (B41)

Ci =
{
0′8×1, 1, 1

}′
, (B42)

where

Cx,4 = (1− η + ηκ) ι6 + η(1− κ)ι10 + ηκ (ι24 − ι20) , (B43)

Cx,5 = (1− η + ηκ) ι6 + (1− η) [ι7 + ι8 + ι9]
+ η [(2− κ)ι10 + ι11 + ι12] + ηκ (ι24 − ι20) , (B44)

Cx,6 = ι6 − ι14 − ι20 + ι24. (B45)

The covariance matrix of the disturbance vector ε1t is given by

Σε1 =
{
σ2

y [ι1 + ι5]
′ , σ2

π [ι2 + ι6 − ι18]′ , σ2
s ι

′
3, σ

2
q ι

′
4, σ

2
y [ι1 + ι5]

′ ,

σ2
π [ι2 + ι6 − ι18]′ , 0′6×n1, σ

2
yf [ι13 + gyf ι17]

′ ,

σ2
πf [ι14 + gπf ι17 + ι18]

′ , 0′2×n1,Σ
′
ε1,17,Σ

′
ε1,18, 0

′
3×n1

}′
, (B46)

30



where

Σε1,17 = gyfσ
2
yf ι13 + gπfσ

2
πf [ι14 + ι18] +

(
g2

yfσ
2
yf + g

2
πfσ

2
πf

)
ι17, (B47)

Σε1,18 = σ2
πf [ι14 + gπf ι17 + ι18] + σ

2
π [ι18 − ι2 − ι6] . (B48)

B.2 Solving the model

The central bank is assumed to minimize the intertemporal loss function

J0 =
∞∑

τ=0

δτLt+τ , (B49)

where the period loss function is given by

Lt = π̄2
t + λy

2
t + ν (it − it−1)

2

= z′tKzt, (B50)

where K is a matrix of preference parameters with diagonal {λ, 0, 0, 0, 1, 0, 0, 0, 0, ν}.
Using (B40), the period loss function can be written on the standard form as

Lt = z′tKzt

=
[
x′t i′t

] 
 C ′

x

C ′
i


K [

Cx Ci

] 
 xt

it




= x′tC
′
xKCxxt + x

′
tC

′
xKCiit + i

′
tC

′
iKCxxt + i

′
tC

′
iKCiit

≡ x′tQxt + x
′
tUit + i

′
tU

′xt + i
′
tRit, (B51)

where

Q ≡ C ′
xKCx (B52)

U ≡ C ′
xKCi (B53)

R ≡ C ′
iKCi. (B54)

In the benchmark case when the central bank minimizes (B49) under commit-

ment, it can be shown that the solution is given by30

k1t+1 ≡

 x1t+1

ζ2t+1


 =Mck1t +


 ε1t+1

0n2×1


 , (B55)

30Söderlind (1999) shows how to calculate optimal policy rules and the associated dynamics in
forward-looking rational expectations models. Throughout, the numerical solutions are calculated
using Söderlind’s Gauss routines.
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k2t ≡



x2t

it

ζ1t


 = Nck1t, (B56)

where ζjt is the vector of Lagrange multipliers associated with xjt.

An arbitrary simple rule is given by

it = Fjxt, (B57)

for j = T,∆S,Q,∆Q. To construct such a rule, first express it in terms of the goal

variables as

it = F
z
j zt, (B58)

where

F z
j =

{
f j

y , 01×3, f
j
π, f

j
∆s, f

j
q , f

j
∆q, 01×2

}
. (B59)

Since F z
j Ci = 0 for all j, F z

j zt = F
z
j Cxxt, and thus

Fj = F
z
j Cx. (B60)

Given this rule, the dynamics of the system is

x1t+1 = Mjx1t + ε1t+1 (B61)

x2t = Njx1t, (B62)

and the value of the loss function is

J0 = x
′
10V x10 +

δ

1− δ tr (V Σε1) , (B63)

where Σε1 is the covariance matrix of ε1t+1 and where Vs is determined by

Vs = P
′

 Q U

U ′ R


P + δMjVs+1Mj , (B64)

where

P =




In1

Nj

Fj


 In1

Nj






. (B65)

Thus, an optimized simple rule can be found by minimizing J0 in equation (B63),

which is equivalent to minimizing (B49).
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B.3 Calculating unconditional variances

In the case of commitment, the covariance matrix of k1t+1 satisfies

Σk1 =McΣk1M
′
c + Σεk1, (B66)

where

Σεk1 =


 Σε1 0n1×n2

0n2×n1 0n2×n2


 . (B67)

Thus, Σk1 is given by

vec (Σk1) = [In2 −Mc ⊗Mc]
−1 vec (Σεk1) . (B68)

Since

k2t+1 = Nck1t+1

= Nc (Mck1t + εk1t+1) , (B69)

stacking k1t+1 and k2t+1, we get

kt+1 = Hck1t, (B70)

where

kt+1 =


 k1t+1

k2t+1


 , Hc =


 In

Nc


 . (B71)

Thus the covariance matrix of kt+1 is given by

Σk = HcΣk1H
′
c. (B72)

Finally, since the goal variables are given by

zt = Cxxt + Ciit (B73)

=
[
Cx Ci

] 
 xt

it




= Cc


 xt

it


 , (B74)

its covariance matrix is

Σz = CcΣxiC
′
c, (B75)

33



where Σxi is the covariance matrix of the stacked vector {x′t, i′t}′, picked out from

the matrix Σk.

Under a simple rule, the covariance matrix of x1t is given by

vec (Σx1) = [In12 −Mj ⊗Mj ]
−1 vec (Σε1) , (B76)

and since the goal variables are given by (partitioning Cx and Fj conformably with

x1t, x2t)

zt = Cxxt + Ciit

=
[
Cx1 Cx2

] 
 x1t

x2t


 + Ci

[
Fj1 Fj2

] 
 x1t

x2t




=
[
Cx1 Cx2

] 
 x1t

Njx1t


 + Ci

[
Fj1 Fj2

] 
 x1t

Njx1t




= Cjx1t, (B77)

where Cj ≡ [Cx1 + CiFj1 + Cx2Nj + CiFj2Nj ], its covariance matrix is

Σz = CjΣx1C
′
j . (B78)
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C Additional figures

Figure C.1: Optimized output and inflation coefficients in different model configu-
rations

Note: Optimized coefficients on inflation and output.
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