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1 Introduction

Although over a few recent years we might have been witnessing a stagnating
interest of economic theorists in foreign direct investment incentives—and some
countries seemingly saturated with foreign direct investment, e.g., the Czech
Republic, have even been considering reducing the benefits for some types of
foreign investors—, it is not unlikely that the ongoing economic crisis will once
again bring the topic to the sunlight of international financial community’s focus,
as worldwide foreign direct investment (FDI) is expected to drop significantly
(UNCTAD 2009). This is the reason why we believe that it is important to
study not only the effectiveness of investment incentives per se, but (aside from
the traditional macroeconomic view) also the microeconomic motivation which
leads governments to use these instruments of attracting foreign investors.

There are two rich streams of empirical literature related to the present
paper. The first one concerns in FDI determinants (for a review, see, e.g.,
Blonigen 2005), where the volume of inward FDI can be explained—among other
things—by corporate income tax rates and sometimes also proxies for investment
incentives. The second stream of research focuses on empirical estimation of tax
competition (for instance, Devereux et al. 2008; Ghinamo et al. 2008), where
countries’ tax rates are influenced—aside from other factors—by FDI inflows and
outflows or other countries’ tax rates. However, to our knowledge, there is no
empirical study concerning specifically with the determinants of foreign direct
investment incentives—i.e., taking a proxy for FDI incentives as a response
variable.

In this paper, we intend to empirically test the predictions of the mod-
els of subsidy competition and supply of FDI incentives recently presented in
Havránek (2008) and compare it to the results of Havránek (2007), who tested
older versions of these models using very basic cross-sectional methods. The the-
oretical models distinguish cases of cooperation, weak competition, and fierce
competition; simple hypotheses can be formulated to test for each of the sce-
narios separately. We are going to employ (aside from the traditional regression
methods) also iteratively re-weighted least squares (Hamilton 2006) for cross-
sectional data and Blundell & Bond (1998) methodology for panel data. We do
not prefer any particular model, but use all the estimates obtained employing
different approaches to get a more stable overall outcome.

The present paper is structured as follows: in Section 2, we summarize
the models developed by Havránek (2008) and formulate the most important
hypotheses. Section 3 describes the dataset that we have at our disposal and
discusses variables constructed on the basis of this data. In Section 4, the
employed econometric techniques and tests are described. Section 5 presents
the results and a corresponding discussion. Section 6 concludes the paper and
lists a few limitations of the used methodology.

2 Crucial Hypotheses

There are two—formally not entirely consistent,1 but still easily comparable—
main methodological approaches in Havránek (2008). The first one is called

1The model of minimal sufficient investment incentive is dynamic, whereas the model of
optimal investment incentive is static.
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“Minimal sufficient investment incentive model” and predicts sharp competition
between governments up to the point where one country gives up or where both
countries have zero utility from attracting the foreign investor. It is based on
a simple comparison of alternative profits—there are 2 countries and a monop-
olistic investor; the MNC invests in the country which assures him the highest
return possible and the countries try to match their attractiveness with their
rival. The other one is called “Optimal investment incentive model” and does
not conclude that the competition between rival countries necessarily has to
be strong enough to shift all the benefits emanating from FDI spillovers to the
foreign investor. This model is based on classical oligopolic theories, where in-
vestment incentive is viewed as a commodity (i.e., governments are oligopolies
competing among each other). Finally, these models are integrated into a more
general one.

There are several possible outcomes of the general model. Either the gov-
ernments choose cooperation (which is equivalent to some sort of supranational
coordination in this case—this is in fact a special case of the Optimal invest-
ment incentive model), or they both behave according to other versions of the
models (the Minimal sufficient investment incentive model or the “free compe-
tition version” of the Optimal investment incentive model), or each government
uses a different strategy. Surely, another possibility should be added: that in
reality the competition does not follow any of the models developed in Havránek
(2008). Thus we obtain the following set of outcome scenarios:

Scenario 1 There exists an effective supranational coordination or govern-
ments are cooperating.

Scenario 2 The competition proceeds according to the “free competition ver-
sion” of the Optimal investment incentive model. Based on the discussion
in the original paper, it can be labeled as weak competition.

Scenario 3 One country uses the Optimal investment incentive model, the
other relies on the Minimal sufficient investment incentive model.

Scenario 4 The competition proceeds according to the Minimal sufficient in-
vestment incentive model. It can be labeled as fierce competition.

Scenario 5 None of the models described in Havránek (2008) explains subsidy
competition reasonably well.

In the original paper, Scenario 3 was found to be highly improbable with
respect to the other options (it is much less stable); therefore, we will not test
for it. Concerning the others, there is a large number of propositions raised by
Havránek (2008) that can be straightforwardly tested. First, let us concentrate
on Scenario 4. This means that the Minimal sufficient investment incentive
model has to be tested. The central equation for this model is

INI1 =
1

ENT [M(1− CIT2) + INI2 · CIT2]−M(1− CIT1)
CIT1

, (1)

where INIi stands for tax relief, ENT stands for the relative quality of en-
trepreneurial environment in Country 1 with respect to Country 2, M is du-
ration of the investment, and τi is the corporate income tax (CIT) rate; see
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Havránek (2008) for details. The following hypotheses can be raised to support
Scenario 42 (detailed explanations of all variables used in this study can be
found in Section 3):

• Provision of investment incentives is a decreasing function of the quality
of entrepreneurial environment (based on Proposition 1). H1 : ENT ↓

• Provision of investment incentives is an increasing function of labor costs
(based on Proposition 2). H2 : k ↑

• If country’s entrepreneurial environment is better than that of its rival,
provision of investment incentives is an increasing function of the CIT rate
(based on Proposition 3, “Strong competition”). H3 : ENT > 1 ⇒ CIT1 ↑

• Provision of country’s investment incentives is an increasing function of in-
vestment incentives provided by its rival (based on Proposition 4, “Regime
competition”). H4 : INI2 ↑

The hypotheses for Scenario 4 can be summarized as follows:

INI1 = f(
−︷ ︸︸ ︷

ENT,

+︷︸︸︷
k, CIT1,︸ ︷︷ ︸

+ if ENT > 1

+︷︸︸︷
INI2). (2)

Three of the hypotheses are unconditioned, one is conditioned—it will be
tested on a subsample of countries for which the condition applies. We simplified
the concept of entrepreneurial environment (ENT ) in the model to n/k (details
are to be found in Section 3). Concerning Scenario 2, the Optimal investment
incentive model (to be more specific, its “free competition version”) is used. The
central equation of the model is

INI1 = SPILL(2γ2 − δ1) + CIT1(2α1γ2 + δ1β2 − 2γ2I
0 · RET)

4γ1γ2 − δ1δ2

− CIT2(2β1γ2 + α2δ1 − δ1I
0 · RET)

4γ1γ2 − δ1δ2
, (3)

where INIi stands for investment incentives, SPILL stands for spillovers, RET
return on investments, CIT for the corporate income tax rate, and the rest are
demand parameters. The corresponding hypotheses are the following:

• Provision of investment incentives is an increasing function of FDI spillo-
vers (based on Proposition 6). H5 : SPILL ↑

• The CIT rate has an ambiguous effect on the provision of investment
incentives. However, if the influence of country’s own CIT rate is negative,
the influence of its rival’s CIT tends to be positive, and vice versa (based
on Proposition 8). H6 : CIT1 ↑ ⇔ CIT2 ↓, CIT1 ↓ ⇔ CIT2 ↑

• If country’s CIT rate exceeds at least one half of its rival country’s CIT
rate, then the provision of investment incentives is a decreasing function
of the return on investments (based on Proposition 7). H7 : CIT1 >
1
2CIT2 ⇒ RET ↓

2The simplification behind these hypotheses is assumed linearity of the relationships.
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The hypotheses for Scenario 2 can be summarized as follows:

INI1 = f(
+︷ ︸︸ ︷

SPILL, RET,︸ ︷︷ ︸
− if CIT1 >

1
2 CIT2

opposite to CIT2︷ ︸︸ ︷
CIT1, CIT2︸ ︷︷ ︸

opposite to CIT1

). (4)

Let us turn our attention to Scenario 1. This is a special case of the Opti-
mal investment incentive model, labeled as “supranational coordination”. The
central equation of the model is

INI1 =
SPILL(2γ2 − δ1 − δ2) + CIT1

[
2γ2(α1 − I0 ·RET ) + β2(δ1 + δ2)

]
4γ1γ2 − (δ1 + δ2)2

−
CIT2

[
2β1γ2 + (δ1 + δ2)(α2 − I0 ·RET )

]
4γ1γ2 − (δ1 + δ2)2 . (5)

The hypotheses are the same as for Scenario 2, with the exception of the last
one which now changes to the following statement:

• If country’s CIT rate exceeds its rival country’s CIT rate, then the pro-
vision of investment incentives is a decreasing function of the return on
investments (based on Proposition 11). H8 : CIT1 > CIT2 ⇒ RET ↓

The hypotheses for Scenario 1 can be summarized as follows:

INI1 = f(
+︷ ︸︸ ︷

SPILL, RET,︸ ︷︷ ︸
− if CIT1 > CIT2

opposite to CIT2︷ ︸︸ ︷
CIT1, CIT2︸ ︷︷ ︸

opposite to CIT1

). (6)

It is apparent that the hypotheses behind Scenario 1 and Scenario 2 are
very similar and that it will be difficult to distinguish between the two cases.3

Nevertheless, we believe that it is still meaningful to consider these two scenarios
separately. Finally, the hypothesis consistent with Scenario 5 is simple:

• No other scenario can be supported, which would be the case if our findings
did not support (or did even reject) majority of hypotheses for any of the
3 other scenarios, or if the resulting support for hypotheses was in logical
contradiction (for instance, if H8 was supported and H7 was not).

3 Data and Variables Description

One reason why there probably has not been any study estimating determinants
of the provision of investment incentives is that it is very difficult to obtain some
reliable data on the subject. Not surprisingly, most governments do not publish
data on how much money they provided to foreign investors—the field seems
to be quite competitive. And even if they did with good faith, it would still be
questionable, since there are many forms of government support that cannot be
directly quantified. Governments can simply provide cash to the investors, but

3H8 is in fact a stronger version of H7, thus the theory would suggest that if Scenario 1
is supported, Scenario 2 should be technically supported as well. Of course, in such a case,
Scenario 1 would be selected as the “proper” outcome.

5



they can also offer fuzzier fiscal incentives, lower tax rates for MNC’s employ-
ees, infrastructure construction, temporary wage subsidies, administrative help,
easing of environmental or labor-market related requirements, and so forth (see,
inter alia, OECD 2003).

Being aware of the fact that there are—at least to our knowledge—no hard
data on the variable we are most interested in, we have to choose an alterna-
tive methodology. In the World Competitiveness Yearbook, attractiveness of
investment incentive systems in many countries is evaluated every year. The
evaluation has the form of research survey; i.e., investors are asked which incen-
tive systems they find more attractive and which less. The scale is 0–10, 0 for
lowest attractiveness, 10 for the best incentives. It has to be admitted that this
is not an ideal measure of investment incentives, nevertheless it is probably the
best available one and should, in our opinion, approximate the “real” variable
even better than some hypothetical official data provided by governments.

We use the World Competitiveness Online database with time span 1997–
2006 as the source of our data (with the exception of variable ENT which was
obtained from World Banks’ World Development Indicators). There are 61
cross-sectional units in the dataset, but some of them are provinces of coun-
tries already included in the dataset (Bavaria, Catalonia, Île-de-France, Lom-
bardy, Maharashtra, Sao Paulo, Scotland, Zhejiang), hence we will exclude them
from our dataset, since we have data on their mother countries at our disposal.
World Competitiveness data are also strongly unbalanced and we have to exclude
Bulgaria, Croatia, Estonia, Jordan, Luxembourg, Romania, Slovakia, Slovenia,
Venezuela, and year 2006 to get a (strongly) balanced panel.4 Finally, we are
left with 44 countries observed during 1997–2005.

The explanatory variables needed for tests of the hypotheses raised in Sec-
tion 2 are the following (the shortcuts that we use later in the regression model
are typeset in bold):

k The relative price of labor power in the original model. However, it is useful
to adjust it for different labor productivity in rival countries. Therefore,
the definition we use here is

kit = PRODRIV
it /WAGESRIV

it

PRODit/WAGESit
, (7)

where PRODit is labor productivity (GDP in USD at PPP per person
employed per hour) for country i and year t, WAGESit stands for labor
costs (wages + supplementary benefits, USD) in country i and year t, and
the other variables correspond to the rival country. The higher k is, the
less competitive our country becomes with respect to the rival country
and vice versa.

SPILL The value of spillovers that country receives from foreign direct in-
vestment in the original model. This is the most problematic variable to
measure (even more than investment incentives), since there is not even
a consensus upon whether productivity spillovers from FDI are positive
and/or significant (see, inter alia, Havránek & Iršová 2008).5 Neverthe-
less, there are theoretical approaches to measure the absorption capacity

4Data on those countries from this source are so incomplete that they cannot be used for
any reasonable panel study.

5In this paper, we consider only positive FDI spillovers.
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of economies with respect to FDI spillovers. For example, we can use a
measure that could be called “macro-level technology gap”:

TGAPit = PRODMAX
t − PRODit

PRODMAX
t

, (8)

which is based roughly on Kokko (1994) (here defined at the macro level,
however; much more about technology gap can be found in Sjöholm 1999).
PRODit stands for labor productivity in country i and year t, PRODMAX

t

for the highest labor productivity in the sample for year t. The standard
hypothesis is that broader technology gap prevents the economy from re-
ceiving FDI spillovers (thus we can use −TGAP in our model as a measure
of positive spillovers). Another way—and that is what we focus on—can
be to rely on the knowledge adoption concept. In this paper, we apply the
knowledge adoption function used by Papageorgiou (2002).6 The function
is described by (9) and depicted in Figure 1.

SPILLit = max

0,

(1 + b)PRODMAX
t

PRODit
−

(
PRODMAX

t

PRODit

)2

− b

. (9)

Figure 1: Assumed mechanism of spillover adoption

Adoption of spillovers

0 b 1 PROD/PRODMAX

It should be noted that Papageorgiou (2002) does not deal with FDI spill-
overs directly in his paper; he employs a general knowledge/technology
adoption concept. We use this function because we believe that it could
describe the absorption capacity of economies reasonably well. Signifi-
cantly undeveloped countries have no or very limited possibility to enjoy
productivity spillovers from foreign investments, because the technolog-
ical difference between investors and domestic firms are too large to be
overcome ceteris paribus. The coefficient b determines how productive
(relatively to the most productive country in the sample) a country has to
be to begin exploiting FDI spillovers. We consider 2 different values of b,
specifically 0.25 (forming variable SPILLA) and 0.5 (variable SPILLB).

6This can become a subject of criticism since the function is defined ad hoc, without any
elaborate underlying theory. However, we believe that the intuition in this case is reasonable
enough.
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ENT Relative“quality of entrepreneurial environment”. As defined in the origi-
nal model, it is a rather complex formula covering market size, labor costs,
transaction costs, and demand parameters. For the purpose of this paper,
we decided to simplify the formula to n/k, where n stands for the relative
size of country’s market (the country has n-times higher GDP in terms
of purchasing power parity than its rival), and k for the relative price of
labor (adjusted for different labor productivity, see above). If n/k exceeds
1, we conclude that country’s entrepreneurial environment is better than
that of its rival.7 This approximately covers the idea of “entrepreneurial
environment” in Havránek (2008).

CIT1 Statutory corporate income tax in the country.

CIT2 Statutory corporate income tax in the rival country.

RET Rate of return on investment. The assumption in the original model
(rather restrictive) is that the country and its competitor have the same
rate of return on investments. In our case, that would mean the same rate
of return for all the countries (countries do not necessarily create “compet-
ing pairs”, one country can be the rival for many others, see the concept
of rival country below), but then it would not be meaningful to include
rate of return into the regression since we would have only observations
from 9 years at our disposal. Therefore, we decided to split the sample
into 3 parts according to the geographical position of the countries—the
Americas, Europe (+ Middle East), and Asia (+ Oceania). Variable RET
for each country is then driven by real interest rate of the leading financial
power of the group: USA for the Americas, Eurozone (Germany) for Eu-
rope, and Japan for Asia. Because in almost all cases countries compete
within these groups, the model’s assumption is not violated in principal.

INI1 Foreign direct investment incentives in the country.

INI2 Foreign direct investment incentives in the rival country.

Rival country When constructing the variables, one of the most important
concepts was the definition of “rival country”. Probably the easiest and most
intuitive way is to combine the geographic and cost perspectives. Let us imagine,
for instance, an automobile manufacturer planning its investment in central
Europe. It certainly considers the cost and productivity of labor (the higher
PROD/WAGES, the better), but it also highly values proximity to its main
markets—logistics plays a significant role (not only) in the auto industry. Thus
we can often witness two neighboring countries, similar in productivity and labor
costs, competing for an investment.

Based on this example, we constructed the following mechanism: preferably,
the rival country to country i should be one of its neighbors. Among them, the
one with ratio PROD/WAGES closest to that of country i is chosen. If there is
no neighbor of country i in our sample or if country i is an island, we choose
from the group of 3 countries that are closest to its shore. Generally, the result
of this algorithm might vary each year for a particular country. We made the

7The term “entrepreneurial environment” is only a label used by Havránek (2008) to refer
to the aforementioned formula, not the other way round.
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simplification of computing the result only for year 2005 and holding the rival
country constant through time span 1997–2005.

Control variables In the World Competitiveness Online database, there are
other variables that could significantly influence the level of provided investment
incentives as well. We concentrated on the following 5 of them:

FDI Total stock of inward FDI divided by total GDP (PPP). The hypothe-
sis we raise is that country saturated with FDI is less willing to provide
substantial incentives to foreign investors. H9 : FDI ↓

RISK Defined as the risk of relocation of production facilities from the country.
It can be assumed that the higher risk of relocation the government feels,
the higher incentives it is willing to provide to foreign investors. H10 :
RISK ↑

CLEG Efficiency of competition legislation in preventing unfair competition.
The hypothesis is that countries with poor legislation have to provide
much higher incentives to foreign investors as an offset. H11 : CLEG ↓

BUDGET Country’s budget surplus/deficit. The hypothesis is that countries
with substantial budget deficits are not able or willing to provide high
investment incentives. H12 : BUDGET ↑8

GDPG Real GDP growth in the country. We expect that countries experienc-
ing fast GDP growth do not need FDI as much as countries with sluggish
growth, hence they will also not desire to provide high investment incen-
tives. H13 : GDPG ↓

4 Methods of Estimation

In an attempt to test the hypotheses introduced in Section 2, we construct
a linear regression model. We use both cross-sectional techniques for 2005 and
panel data approaches for the whole time span 1997–2005. First, it appears that
variables BUDGET and GDPG do not bring any value added to explaining
variance in INI1 in any of the specifications that we employ. Since we only
intended to use them as control variables and they are not important for the
testing of our main hypotheses, we exclude them from the regression. Therefore,
the model reduces to

INI1it = α+ β1kit + β2SPILLAit + β3ENTit
+ β4CIT1it + β5CIT2it + β6RETit + β7INI2it
+ β8FDIit + β9RISKit + β10CLEGit + εit, (10)

where we have i = 1, . . . , 44; t = 1997, . . . , 2005.
Acronyms of all used variables can be found in Table 7 in the Appendix

and their detailed description in Section 3. The specification introduced in (10)

8On the other hand—if greenfield investments account for only a small portion of total
(potential) FDI inflow, it might be tempting for indebted governments to provide incentives
to foreign investors that are willing to buy privatized companies, and thus bring quick cash.
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will be called complete. The pure specification will label the situation when
we exclude all 3 control variables (FDI, RISK, CLEG) from the model and
keep only those regressors that we need to test the hypotheses from Section 2.
The best specification will be unique for each method of estimation and will
be formed in such a way that the resulting model includes as many significant
explanatory variables as possible.9 Some of our hypotheses are conditioned;
therefore, we need to define the conditions we are using:

Condition 1 ENT > 1

Condition 2 CIT1 > 1
2CIT2

Condition 3 CIT1 > CIT2

Apart from SPILLA, we will also try to use alternative measures for spillo-
vers, namely SPILLB and TGAP. It should be noted that TGAP is a measure
for negative spillovers, since the theory suggests that the higher technology gap,
the lower opportunities for domestic firms to benefit from inward foreign direct
investment. As a consequence, we should observe opposite signs of the esti-
mates for SPILLA (or SPILLB) and TGAP. The alternative measures will be
applied to the complete model and if the model shows higher performance, these
alternatives will be used in other specifications as well.

Cross-sectional methods We start with the year 2005 and standard cross-
sectional approaches, beginning with OLS. We have 44 observations at our dis-
posal; all computations were conducted in Stata 10. First, let us focus on the
problem of collinearity. Table 8 in the Appendix shows correlation coefficients
between explanatory variables. None of them exceeds 0.5, which is a safe value.
The condition number of the complete model reaches 43.8, which is above the
usual threshold of 30—nonetheless, it is not drastically excessive and in other
specifications falls well below 30 (24.5 for the best model).

Table 1: Linear and non-linear relationships

Variable Linear Polynomial

Relative price of labor 0.12 0.45
Spillover absorption capacity (b = 0.25) 0.21 0.49
Quality of entrepreneurial environment 0.14 0.45
Corporate income tax 0.34 0.59
Rival’s corporate income tax 0.24 0.50
Return on investment 0.15 0.35
Rival’s investment incentives 0.28 0.52
FDI stock on GDP 0.38 0.69
Risk of relocation 0.10 0.37
Efficiency of competition legislation 0.27 0.66

9The best specification is not crucial for our later discussion. Its purpose is to extract
the closest-as-possible empirical match for the response variable; it can be also viewed as a
robustness check (abrupt changes of polarities or significances might suggest problems with
the complete specification).
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Considering possible non-linear relationships, we use the Weierstrass Ap-
proximation Theorem (see Vı́̌sek 1997, p. 71) and estimate J following re-
gressions (we regress powers of explanatory variables of (10) on each other;
t = 2005):

Xim = α+
J∑
j=1

P∑
p=1

βjpX
p
ij + ϑi, i = 1, . . . , N, m = 1, . . . , J, m 6= j. (11)

We computed (11) with J = 10 and P = 6, the coefficients of determination
of such regressions are listed in Table 1 together with what is usually called
linear redundancy (i.e., with P = 1). Most of the values oscillates around 0.5,
the highest number is 0.69, which is also not excessive—thus we can conclude
that, although there is some increase compared to linear redundancy, non-linear
dependencies among explanatory variables should not represent a significant
problem in our regressions.

To deal with possible heteroscedasticity of disturbances, we employ het-
eroscedasticity robust standard errors computed with the Huber-White sand-
wich estimator, see Huber (1967) and White (1980). In order to test for nor-
mality of disturbances of the complete model, we use the Shapiro-Wilk test,
which unfortunately rejects the null hypothesis at the 5% level. We tried to em-
ploy several transformations, but the result did not change significantly. Ramsey
RESET test (which tests for omitted variables and can be also interpreted as a
test of linearity) does not reject the null hypothesis of no omitted variables at
the 5% level. These tests provide us with identic results in the case of the best
model as well.

The results of OLS estimation can be found in Table 2. One the one hand,
the coefficient of determination oscillates around 0.5, which is not a small num-
ber considering the nature of the data. On the other hand, there are only
few significant explanatory variables. The best model was obtained by gradual
excluding the most insignificant explanatory variables until further exclusions
would lower the number of significant (at the 10% level) regressors. It should be
also noted that applying Condition 1 and Condition 3, we obtain only 17 (and
16, respectively) observations we can use—this does not give us enough degrees
of freedom to take these regressions very seriously. Conversely, Condition 2 is
much less restrictive and leaves 43 observations for the regression.

Until now, we did not discuss data contamination, and OLS was performed
using all observations as a benchmark case. Now let us focus on a robust
method—iteratively re-weighted least squares (IRLS). Details about this es-
timator can be found for example in Hamilton (2006, pp. 239–256). It can be
explained easily in the following way: first, OLS is estimated and we exclude ob-
servations with Cook’s distance higher than 1. Then we calculate weights using
a Huber function—it assigns lower weights to observations with large residuals.
We perform weighted least squares and after a few iterations, we shift the weight
function to a Tukey biweight function tuned for 95% Gaussian efficiency. For
estimating standard errors and testing hypotheses, IRLS uses a pseudovalues
method that does not assume normality.

Estimates with the help of IRLS are summarized in Table 3. Results are quite
different from OLS, that is why we suspect there can be influential outliers in
the data and decide to rely more on IRLS.
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Panel data techniques Now let us turn our attention to the whole period
1997–2005. First, we perform a test of poolability using a variant of the Chow
test with fixed effects as the null hypothesis. The test of poolability is important,
because fixed effects also impose restrictions on the structure of the model, and
it is not sufficient to employ only Hausman test to choose between fixed effects
and random effects (see Baltagi 2005, p. 19). The Chow test does not reject the
null hypothesis at the 5% level; therefore, pooling of our data does not seem
unreasonable. Then we employ the Hausman test to determine whether or not
it would be more appropriate to use the random effects model instead of fixed
effects. The resulting test statistics is 53.4, thus the null hypothesis is rejected
powerfully—we should use the fixed effects estimator.

We would like to identify at least the most influential outliers in our data,
thus we choose the following approach: pooled OLS is performed and Cook’s
distance and residuals computed for each observation. In the next step, we order
observations according to the absolute value of residuals and Cook’s distance.
It is apparent that especially values for Russia and Hong Kong (both Cook’s
distance and residuals) are very excessive for most of the years; therefore, we
label these two groups of observations as possible outliers. There are (at least)
2 problems with this approach: firstly, there is the so-called masking effect
(Bramati & Croux 2007), which means that outliers can affect the non-robust
estimator in such a way that any diagnostic based on this estimator is not
capable of detecting them. Secondly, we identified the outliers on the basis of
pooled OLS, but we are going to employ the fixed effects model. Certainly
one can find many proposed robust estimators for fixed effects, for example in
Bramati & Croux (2007), but these are still not widely used. Hence we will
simply compare the result of our model with “outliers” specified above to a
specification without them and choose the one with better performance.

We employ LM tests for heteroscedasticity (Verbon 1980) and serial correla-
tion (Baltagi & Li 1995), both do not reject the null hypothesis at the 5% level
for the complete specification (either with all observations or without spillovers).
Comparing the results of fixed effects estimates with and without spillovers, we
conclude that the specifications without spillovers are preferable (the models
have much more significant explanatory variables and also coefficients of deter-
mination are usually higher). We present the results of fixed effects without
outliers in Table 4 and leave specifications with all observations for the Ap-
pendix (Table 9). We can see that, compared to cross-sectional estimators in
2005, much more explanatory variables are significant now. We have a suffi-
cient number of degrees of freedom to test more reliably also our hypotheses
connected to Condition 1 and Condition 3.10

The performance of the model could increase significantly if we added a
lagged value of the response variable to the set of explanatory variables. We
cannot estimate such a model using ordinary fixed effects, though. By construc-
tion, unobserved panel-level effects are correlated with the lag of explanatory
variable, which makes the standard fixed effects estimator inconsistent. Taking
this into account, we could use the estimator developed by Arellano & Bond
(1991), which is based on general method of moments. But as Blundell & Bond
(1998) note, the Arellano & Bond (1991) estimator can produce misleading re-

10Application of these conditions will introduce slight unbalancedness to the corresponding
specifications, but it should not be systematic.
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sults in some cases (e.g., if the autoregressive parameter is large). Therefore, we
will employ a more “robust” estimator developed by Blundell & Bond (1998),
who build on Arellano & Bover (1995).

Because SPILLA was not found to be significant in the complete model
whilst SPILLB was, the rest of the specifications (with the exception of the
best specification, naturally) was computed using SPILLB instead of SPILLA.
When we compare the specifications with all observations with the ones without
outliers, it seems that the models with all observations perform better. Their
results can be found in Table 5—now majority of regressors are significant. The
specifications without outliers are left for the Appendix (see Table 10). As a
benchmark, we also computed the models using the older Arellano & Bond
(1991) estimator (Table 11 in the Appendix).

5 Discussion of Results

In Section 4, we employed various econometric techniques to get more stable
overall results. Most of the hypotheses from Section 2 and Section 3 are very
easy to test (including H1, H2, H4, H5, H9, H10, H11). Simple t-tests—or their
alternatives in the case of non-OLS regressions—are applied on the complete
model. If the estimate of the coefficient of the variable in question is found to
be significant and in line with our hypothesis, we say that the particular method
of estimation supports the hypothesis (of course, that does not mean that we
would accept the hypothesis). If the estimate is found to be significant but in
contrast to the hypothesis, we say that the hypothesis is rejected. If the estimate
is not significant, then we cannot support nor reject the hypothesis, thus we say
it is not rejected and the test is inconclusive. If the estimate is not significant
in the complete model, we first look at the best and pure specifications. When
it gains significance in one of them, we use that particular specification.11

However, some of the hypotheses are conditioned (including H3, H6, H7, H8).
H6 is a special case; we say that it is supported when at least one of the explana-
tory variables CIT1 and CIT2 is significant, their estimated signs are opposite,
and the hypothesis γ1 +γ2 = 0, where the gammas are the respective regression
coefficients, cannot be rejected at the 10% level of significance. H3, H7 and H8
are tested on subsamples of observations satisfying Condition 1, Condition 2,
and Condition 3, respectively.

We tried different definitions of spillovers (SPILLA, SPILLB, TGAP). The
estimated coefficient was rarely found to be significant; never in the case of
TGAP. Nonetheless, the estimated signs of SPILLA (or SPILLB) and TGAP
differ in all cases, which is quite logical. What is not in line with the theory, how-
ever, is that—for example using the Blundell-Bond estimator—the estimated
coefficient for SPILLB is negatively significant.

The results are summarized in Table 6. It is apparent that, in the case of
OLS, the tests are mostly inconclusive. There are more significant outcomes for
IRLS and fixed effects estimator, but mainly for Blundell-Bond estimator.

Scenario 4 Starting with H1 (provision of investment incentives is a decreas-
ing function of the quality of entrepreneurial environment), we can see that

11Nevertheless, it should be noted that if we took into account only the complete specifica-
tions, our results concerning the support for scenarios would not change.
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Table 6: Summary of conducted regressions and tests

Hypothesis OLS IRLS FE BB Result

Scenario 4 inconclusive
H1 : ENT ↓ NR NR R R reject
H2 : k ↑ S S S S strongly support
H3 : ENT > 1 ⇒ CIT1 ↑ NR NR NR R weakly reject
H4 : INI2 ↑ NR NR NR S weakly support

Scenario 2 inconclusive
H5 : SPILL ↑ NR NR S R inconclusive
H6 : CIT1 ↑ ⇒ CIT2 ↓ NR S NR S support
H7 : CIT1 >

1
2CIT2 ⇒ RET ↓ NR NR R R reject

Scenario 1 weakly support
H5 : SPILL ↑ NR NR S R inconclusive
H6 : CIT1 ↑ ⇒ CIT2 ↓ NR S NR S support
H8 : CIT1 > CIT2 ⇒ RET ↓ NR S R NR inconclusive

Other
H9 : FDI ↓ R R R NR strongly reject
H10 : RISK ↑ R R R R strongly reject
H11 : CLEG ↓ R R R R strongly reject
Note: R stands for reject, NR for not reject, and S for support.

Fixed effects were computed without outliers, Blundell-Bond estimator using all obs.

while cross-sectional techniques for 2005 do not reject the hypothesis, panel
data methods reject it in both cases. Weighting all these results equally, we
have to reject this hypothesis.12 H2 (provision of investment incentives is an
increasing function of labor costs) is supported by all techniques—as the only
one. Countries have to compensate foreign investors for high unit costs and low
productivity. H3 (if country’s entrepreneurial environment is better than that of
its rival, provision of investment incentives is an increasing function of the CIT
rate) can be weakly rejected, since only the Blundell-Bond estimator rejects the
hypothesis and other estimates are inconclusive. Conversely, H4 (Provision of
country’s investment incentives is an increasing function of investment incentives
provided by its rival) is weakly supported.

Combining all these results, we cannot entirely reject Scenario 4, but we
cannot support it either. Two of the hypotheses are supported (strongly or
weakly), the other two are rejected. Support for H4 may indicate some level
of regime competition, but it is not strong as only one of the estimators is
significant.

Scenario 2 Let us continue with H5 (provision of investment incentives is
an increasing function of FDI spillovers)—cross-sectional methods cannot re-
ject the hypothesis, whereas fixed effects estimator supports the hypothesis and
Blundell-Bond estimator rejects it. Taken altogether, the tests are inconclusive.

12In most cases, the definition of weights does not matter a lot (and excluding basic OLS
as least reliable would not affect the results at all); therefore, we will continue to weigh the
methods equally, for simplicity.
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H6 (if the influence of country’s own CIT rate is negative, the influence of its
rival’s CIT tends to be positive, and vice versa) is supported, since OLS and
fixed effects are inconclusive and the other estimators are supportive. H7 (if
country’s CIT rate exceeds at least one half of its rival country’s CIT rate, then
the provision of investment incentives is a decreasing function of the return on
investments) is rejected because of both panel data models.

One hypothesis is rejected, one is supported, the other cannot be rejected;
hence our evaluation of Scenario 2 will be similar to Scenario 4: the evidence is
inconclusive.

Scenario 1 Concerning this scenario, H5 and H6 apply for it as well. The only
difference between Scenario 1 and Scenario 2 is that instead of H7 we now have
H8 (if country’s CIT rate exceeds its rival country’s CIT rate, then the provision
of investment incentives is a decreasing function of the return on investments)
which cannot be rejected by OLS and Blundell-Bond estimator, is supported by
IRLS, and rejected by fixed effects; so the outcome is inconclusive.13

Taken altogether, Scenario 1 is weakly supported, as 2 hypotheses cannot be
rejected and one is supported. Note, however, that the support for H8 in IRLS
was derived using very small number of degrees of freedom. Should we take into
account only panel data estimates, the result would be inconclusive.

Control variables Variables FDI, RISK, and CLEG were added to the model
to improve the specification and increase explanatory power; nevertheless, we
made some intuitive hypotheses about their influence on INI : H9 (country sat-
urated with FDI is less willing to provide incentives), H10 (the higher risk of
relocation the government feels, the higher incentives it is willing to provide),
and H11 (countries with poor legislation have to provide higher incentives).
These intuitive expectations are obviously out of accord with our results; all
three hypotheses are strongly rejected.

To sum it up, we cannot test for Scenario 3, there is no conclusive evidence for
Scenario 4 (stronger competition) nor Scenario 2 (weaker competition), and only
very little support for Scenario 1 (cooperation). Therefore, the evidence might
suggest that governments’ cooperation or supranational coordination could be—
to some extent—effective. However, the present author would argue that it is
much more probable for Scenario 5 to be valid, i.e., none of the models developed
by Havránek (2008) is able to describe subsidy competition reasonably well.
Thus, unfortunately, we cannot say anything specific about the strength of the
competition.

6 Conclusion

The purpose of this paper was to empirically verify/falsify models of subsidy
competition and supply of investment incentives developed in Havránek (2007)
and Havránek (2008) and critically evaluate similar attempts made by Havránek
(2007). Whereas the last mentioned paper concludes that the optimal invest-
ment incentive model can reasonably explains subsidy competition, our results

13Moreover, as H0 is theoretically a stronger case of H7, a support for H8 should also imply
support for H7. Since this is not the case, our findings are consistent with Scenario 5.

19



indicate that none of the models can be supported. The present author would
argue that the contradiction arose mainly due to the following factors:14

1. Interpretation of results by Havránek (2007). He found CIT1 to be in-
significant and CIT2 to be significant—but that finding, in general, does
not support the model of optimal investment incentive.

2. Hypotheses tested by Havránek (2007). INI1 is not monotonous in the size
of the domestic market; it is better to use entrepreneurial environment
instead. It is also important to test for the significance of RET and k and
use conditional hypotheses where it is appropriate.

3. Definition of a rival government used by Havránek (2007). Neighbor-
ing government providing highest investment incentives does not have to
be the rival; much more probably it would be a country with as close
PROD/WAGES as possible. Also, the definition of the proxy for spillo-
vers used by Havránek (2007) is inappropriate.

4. Reliance on basic OLS by Havránek (2007). It is more suitable to check
also results of panel data estimators for the whole available time span, ro-
bust estimators, and different specifications of the models. While Havránek
(2007) runs only 3 basic OLS regressions, we try 48 different specifications
and employ 5 alternative estimators.

However, we also made multiple simplifications throughout this paper. In
the first place, we formulated our hypotheses as linear dependences, although
in a few cases the theoretical relationship is rather complex. We used a very
simple definition of entrepreneurial environment and in a similar way we derived
a proxy for productivity spillovers.

It is also necessary to take into account the nature of the data on investment
incentives we have at our disposal; i.e., we are dealing with the attractiveness
of incentives and not with the provided amounts per se. Also, our definition of
the variable RET might be seen as oversimplifying and problematic.15 Another
problem with this approach could be that tax holidays (which are considered in
the underlying models) are not the only form of investment incentives appreci-
ated by investors.

Possible caveats can be also raised to our research methodology; most no-
tably, the discretion in defining weights for different specifications (see Table 6
and corresponding comments) or standard testing of hypotheses in the case
of OLS when normality was previously rejected, though. In spite of that, the
present author would argue that it is safe to say that—using the World Compet-
itiveness Online Database—there is no significant empirical evidence supporting
models presented in Havránek (2008). The only stronger claim that we can for-
mulate based on the analysis of this data is the following: It seems that by
means of FDI incentives governments try to compensate MNCs for high labor
costs and low productivity in their countries.

Therefore, even if the models clearly distinguish cases of weak competition,
cooperation, and fierce competition, all of which are empirically testable, we

14Of course, Havránek (2007) was testing an older form of the models; however, the basic
relationships remain similar.

15Note the simplifying assumption of zero discount rate in Havránek (2008).
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cannot make a strong conclusion about the nature of the competition with
the data which we have at our disposal. There is some minor evidence for
cooperation, but this result is rather unstable. Nevertheless, we suggest testing
the models using different datasets and different methodologies.
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A Supplementary Tables

On the following pages, a few illustrative tables are provided.
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Table 7: Acronyms of regression variables

Variable Explanation

k The relative price of labor adjusted for different productivity.
spilla Spillover absorption capacity with b = 0.25.
spillb Spillover absorption capacity with b = 0.5.
tgap Spillover absorption capacity measured as technology gap.
ent Relative quality of entrepreneurial environment.
cit1 Corporate income tax rate.
cit2 Corporate income tax rate in the rival country.
ret Return on investment.
ini1 Attractiveness of investment incentives.
L.ini1 Lagged value of attractiveness of investment incentives.
ini2 Attractiveness of investment incentives in the rival country.
fdi Stock of inward FDI divided by total GDP.
risk Risk of relocation of production from the country.
cleg Quality of competition legislation.
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