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Estimating the Impact of Alternative
Multiple Imputation Methods on
Longitudinal Wealth Data

Christian Westermei€rMarkus M. Grabka, DIW Berlih

Abstract

Statistical Analysis in surveys is often facing sig data. As case-wise deletion and single
imputation prove to have undesired properties, iplalimputation remains as a measure to handle
this problem. In a longitudinal study, where fom@missing values past or future data points might
be available, the question arises how to succégsfahsform this advantage into better imputation
models. In a simulation study the authors compareanbinations of cross-sectional and
longitudinal imputation strategies for German weg@ianel data (SOEP wealth module). The authors
create simulation data sets by blanking out obsktata points: they induce item non response into
the data by both missing at random (MAR) and twzasate missing not at random (MNAR)
mechanisms. We test the performance of multiplaubatiion using chained equations (MICE), an
imputation procedure for panel data known as theand-columns method and a regression
specification with correction for sample selectinduding a stochastic error term. The regressiwh a
MICE approaches serve as fallback methods whenaobs-sectional data is available. Even though
the regression approach omits certain stochastipoaents and estimators based on its result are
likely to underestimate the uncertainty of the itaion procedure, it performs weak against the
MICE set-up. The row-and-columns method, a univanaethod, performs well considering both
longitudinal and cross-sectional evaluation critefihese results show that if the variables which
ought to be imputed are assumed to exhibit higie skependency, univariate imputation techniques

such as the row-and-columns imputation should eatibmissed beforehand.

Keywords: multiple imputation, simulation study, longitudinvealth data, SOEP
JEL-Codes C18, C83
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1 Introduction

Large-scale surveys are usually facing missing, deltéch poses problems for researchers and
research infrastructure provides alike. In a lamgjital study, where for some observations with
missing values past or future valid information mige available, the question arises how to
successfully transform this advantage into bettgritation models. Single imputation proves to have
undesired properties, because, as Rubin (1987, 5¢&@s, the uncertainty reflected by the respecti
parameters based on one single stochastic imputatikely to be biased downwards, since the
estimators treat the imputed values as if they weteally observed ones. Otherwise the drawbacks of
case-deletion strategies have been well documéhittié & Rubin 1987). Multiple imputation

remains as a measure to handle this problem. Tiidy gxamines the performance of several multiple
imputation methods for the adjustment for item-nesponse (INR) in panel wealth data. Wealth is
considered as a sensitive information that is gsakrveyed with rather high nonresponse rates (e.g
Riphahn and Serfling 2005, Frick et al. 2010) coragdo less sensitive questions such as pure
demographic variables like age, sex, migratiorustdn addition there is a rather high state-
dependency in terms of ownership status of wealthponents—at least in Germany—, which

facilitates the consideration of longitudinal infaation in the imputation process.

In a simulation study the authors compare six coatimns of cross-sectional and longitudinal
imputation strategies for German wealth panel dalizcted for the German Socio-economic Panel
Study (SOEP) in 2002, 2007 and 2012. The autheeteisimulation data sets by setting observed
data points to missing based on three separatespomse generating mechanisms. We examine the
performance of imputation models assuming the nmashe are missing at random (MAR) or
missing not at random (MNAR). We test the perforogaaf multiple imputation by chained equations
(MICE, for one of the first popular implementatiosee Royston 2004). MICE is an iterative and
sequential regression approach that grew populangmesearchers, because it demands very little
technical preparation and is easy to use. We tesha&ariate imputation procedure for panel data
known as the row-and-columns method introduceditileland Su (1989). Additionally, we test a
regression specification with correction for sanmg®éection including a stochastic error term, which

was the standard imputation method for the SOERtkvdata in past survey waves.

Prominent (household) panel surveys typically ptevheir users with imputed information.
However, such surveys differ with respect to thputation strategies applied to handle item-non
response and also in the way how available longitddnformation was incorporated. In the
following we present those panel surveys whichemblivealth information and their imputation
strategy as their consideration might give usdfig< for the imputation of the SOEP wealth data in

this study.
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The recently established Eurosystem Household Esand Consumption Survey (HFCS) is a
household wealth survey conducted in 15 euro aveatdes and organized by the European Central
Bank (ECB) (see ECB 2013a). This survey uses aative and sequential regression design for the
imputation of missing data, similar to the sequerapproach we evaluate in this paper (see chapter
4.2). The method used by the HFCS is adopted fionfes surveys by the Federal Reserve Board and
Banco de Espana (see Kennickel 1991 and 1998, arwtlB 2006). In most of the participating
countries the HFCS will be continued as a panelys(ECB 2013b), however, the sequential approach
the researchers are using has only been triedeatetitin cross-sectional surveys so far. Thusggoin
forward, we argue that the evaluation of multipigutation strategies for longitudinal wealth data

will increase in relevance.

The Household, Income and Labour Dynamics in Aliaturvey (HILDA) is a household-based
panel study which collects information about ecoimoamd subjective well-being, labour market
dynamics and family dynamics in Australia (see \Wiatand Wooden 2002). HILDA uses a
combination of nearest neighbor regression imparneadind the row-and-column imputation,
depending on the availability of longitudinal infieation from other waves of the survey (Hayes and
Watson 2009).

The US panel study of income dynamics (PSID) idahgest running household panel survey, it
started in 1968. The PSID asks about nine broadthveategories and impute INR using a single hot-
deck imputation technique while for home equityrapte carry-forward method is applied (see PSID
2011).

The German Socio-economic Panel Study (SOEP)degitlidinal representative survey collecting
socio-economic information on private household&@mmany (Wagner et al. 2007). In contrast to
other wealth surveys which survey only one houskhepresentative, the SOEP collects wealth
information for all household members aged 17 dddran 2002, 2007 and 2012 individually. This
survey strategy seems to be advantageous commeaesittiation where wealth information is
collected by a reference person only, given thatia@cy and comparability to official statistics isee
to perform better (Uhrig et al. 2012). One majavdoack of this strategy is inconsistency on the
household level given that wealth components helgdveral household members can deviate in

terms of the stated metric value and result invemdnigher share of INR. The major advantage i tha
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when compared to surveys that only ask one referpacson, the risk to overlook wealth components

of other household members is increased.

The first wave of data was collected prior to thexi@an reunification in 1984 with 12,245
respondents. The original sample was eventuallplsupented by 10 additional samples to sustain a
satisfactory number of observations and to corfitnopanel effects. In 2002, an oversample of high-
income earners was implemented (2,671 individualk)ch is particularly relevant for the
representation of high net worth individuals in saenple given that income and wealth is rather

highly correlated. In 2012, more than 21,000 irdiinls were interviewed.

As wealth data in the SOEP was collected for tirel time in 2012, we decided to compare our
traditional approach for the imputation of missuajues in wealth module with a few alternative
methods (see section 4)—and, if necessary, revi¥ae goal of this paper is to evaluate empirjcall
the competing methods for imputing INR in wealtiadeollected in panel surveys. In many ways this
work is a follow-up study to the evaluation studysimgle imputation methods for income panel data
conducted by Watson and Starick (2011). For ingtawe largely adopt their set of evaluation créeri
with a few modifications, where we found it necegsa@hey conclude their study with a few remarks:
future research should test the performance of tatjgm methods under different assumptions
concerning the nonresponse mechanism, an issuedhate trying to address in this study.
Furthermore, they focused on single imputation wethand left it to other researchers to evaluae th

performance of multiple imputation methods, agtiis something we are tackling with this study.
2 Incidence of INR in SOEP

The SOEP wealth module asks for 10 different amsétiability components: value of owner-
occupied and other property (and their respectivggages), private insurances, building loan
contracts, financial assets (such as savings ats;daonds, shares), business assets, tangibles and

consumer credits.

A filter question is asked whether a certain weatimponent is held by the respondent, then the
market value is collected and finally informatidvoat the personal share of property is requested

(determining whether the interviewee is the sol@@wor, if the asset is shared, the individual shar

For the imputation of the wealth data, there areelsteps involved (for more information see Fatk
al. 2007, 2010): Firstly, the Filter imputation @ives determining whether an individual does have a

certain asset type in his or her portfolio. Theggables are imputed using rather simple logit
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regression models. Secondly, the metric valueBeoféspective assets are imputed. And thirdly, a
personal share is imputed again with a rather @rggit regression. In our simulation study we

concentrate on INR for the metric valdes.

Table 1 | Item nonresponse rates in SOEP Wealtkst{@us

missing share of  missing share of

Wave Type of wealth question filter missing  (metric) missing
information filter values* values*
2002 gross home market value 83 0.48 % 1,104 4.60 %
(n= wealth  other property 227 0.79% 453 1.90 %
23,892) financial assets 418 1.89 % 1,822 7.63 %
building-loan contract (in 2002 together with ptevénsurances)
private insurances 333 1.53 % 3,308 13.85 %
business assets 243 1.15% 350 1.46 %
tangible assets 373 1.70 % 592 2.48 %
gross debts owner-occupied property - - 63 0,26 %
debt debts other property - - 6 0,00 %
consumer credits 251 1.19% 366 1.53%
2007 gross home market value 139 0.67 % 1,093 5.23 %
(n= wealth  other property 178 0.85% 364 1.74%
20,886) financial assets 239 1.14 % 1,931 9.25 %
building-loan contract 187 0.90 % 921 441 %
private insurances 221 1.06 % 2,781 13.32 %
business assets 177 0.85 % 290 1.39%
tangible assets 199 0.85 % 214 1.02 %
gross debts owner-occupied property - - 179 0.86 %
debt debts other property - - 40 0.19 %
consumer credits 180 0.86 % 212 1.02 %
2012 gross home market value 308 1.68 % 958 522 %
(n= wealth  other property 350 1.91 % 341 1.81 %
18,361) financial assets 470 2.56 % 1,469 8.00 %
building-loan contract 349 1.90 % 812 4.42 %
private insurances 390 212 % 2,385 12.99 %
business assets 344 1.87% 270 1.47 %
tangible assets 402 2.19 % 196 1.07 %
gross debts owner-occupied property - - 276 1.50 %
debt debts other property - - 53 0.29 %
consumer credits 395 2.15% 219 1.19%

Source: SOEP v29; (*) Note that the absolute nuroberissing metric values, as well as the shardeisrmined by the sample members
who did report that they are holding a certain &sge and could not provide a value, it excludesnambers who did not report filter
information which has yet to be determined in sasafe pre-value imputation. That is why for somealdes with a low incidence (such as

business assets) the filter information is mis$argnore individuals than the metric value.
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In table 1 we summarize the observed INR incidefmethe SOEP wealth data 2002, 2007 and 2012
for the filter and the metric information. It isteavorthy, that the observed prevalence for INRIterf
questions is—as expected-lower than for the medtiees, given that the filter question is a noesyv
sensitive information. Here the respective sharebN® lay below three percent of the total
population. Moreover, technical and theoreticalitétions keep us from providing the data users with
multiple imputations for missing information intéf questions, as the sample size for which aicerta
asset type has been observed (or imputed) woujddesyending on the filter information. Thus, the
uncertainty in the estimators induced by the imaigorocedure is likely to be biased downwards,
although presumably not by a large margin. Wittardgo the metric value, the respective share of

INR varies between about zero for debts on othgpenty and about 14 percent for private insurances.

For the above reasons, this study will focus orpirdormance of multiple imputation methods for
item nonresponse in the metric values. Based oexquerience, the inclusion of the filter imputation

would have little effects on the results.

The Paper is organized as follows: Section 2 dessifiow we generate a simulation data set with
missing values from completely observed cases frenSOEP. Section 3 explains in detail the
evaluation set-up and criteria we are choosingtopare the imputation methods. In Section 4 we
summarize the imputation methods and discuss sheingths and weaknesses. Section 5 details the

performance of these methods using the SOEP wesaitiéh Section 6 concludes.

3 Simulating Nonresponse

The first step in every imputation procedure theaoaints for INR in a given data set is to make an
assumption concerning the nonresponse mechanisich wiay be either explicitly formulated or
implicitly derived from the imputation frameworkh& commonly used framework for missing data
inference traces back to Rubin (1976), who diffdéedes the response mechanism for three
assumptions: Missing Completely At Random (MCAR)ss$ihg At Random (MAR) and Missing Not
At Random (MNAR). When the observation is assunoeloet MCAR the probability of an observation
being missing does not depend on any observedatrsenved variables. With MCAR, excluding all
observations with missing values will yield unbidsstimators, but that is, generally, a too strong
assumption and of the estimators. Under MAR, git'enobserved data, the missing values do not
depend on unobserved variables. That is, two wiitsthe same observed values will share the same
statistical behavior on other variables, whetheseobed or not. If neither of the two assumptions

holds, the data is assumed to be MNAR: the respstases is dependent on the outcome of
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unobserved variables (e.g. the missing value )taelfl cannot be accounted for by conditioning on

observed variables.

Since it is necessary to justify a model based tatpan procedure, the most commonly used
assumption about the nonresponse mechanism is BAstdes, as Allison (1987) puts it, “As with
other statistical assumptions, [...] the missingpatiom assumption may be a useful approximation
even if it is believed to be false.” Since simuigtMCAR in a given data set amounts to randomly
delete observed values, and therefore all estimatoould still be unbiased, we will focus on the

evaluation of the imputation methods describedeati®n 4 only under MAR and MNAR.

We opt to focus on three components of the asstbfio covered by the SOEP: home value,
financial assets and consumer credits. Home valeasily the most important component in the
average wealth portfolio in Germany. Financial tsaee subject to both a high nonresponse rate
compared to other assets and a rather high incdéwditionally, regression models for the home
value tend to yield a good model fit, whereas medi financial assets tend to have relatively poor
model fit (Frick et al. 2007). This is equally trige both prediction models of the asset values and
modelling the nonresponse mechanism itself. Weelkoasumer credits as the third component to
cover in this simulation study, because it exhibitather low incidence and tends to fare mediasre
far as modelling is concerned; the imputation camely on a high number of sound covariates given
that the SOEP does not collect additional inforovatibout this type of liability, when compared to

owner-occupied property or financial assets.

Since there still remains a large pool of fully eb®d observations after blanking out all INR cases
this turns out to be useful for the creation ofudation data sets. Depending on component and wave
there are between 2291 and 8103 values (see thefsidumber to be imputed’ and ‘Nonzero
observations’ in table 1). Since it is not posstleompare imputed values with the true ones m ou
imputation set-up, we need to generate a simulakxa set. Basically, we estimate a set of logit
regression models for the nonresponse mechanismdiiccases fully observed in any of the three

waves of the SOEP wealth data.

Variables included in the nonresponse model areiti@oyment status und the total personal income,
the interview mode, a set of socio-demographicaidess (e.g. gender, age, number of children, years
of schooling, region) and a rather small set opteipental economic indicators (e.g. financial suppo
received). Additionally, a set of dummies indicateresponse in other wealth components in the
same survey wave and a lagged dummy variable itediceonresponse of the same variable in the last
wave (or the next wave in case of 2002) as stgierdiency is a matter for INR in subsequent waves
(Frick and Grabka 2005). Those set of dummies @ogehe observed response behavior is among the
most significant variables, when modelling the oted response behavior of the sample population.

Their incorporation requires that we do not blankabserved values in our simulation data setschase
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on a static prediction; we rather build a dynammcpdure that updates those predictions basedeon th

response behavior in other waves and for the dtteexvealth components.

However, since the predicted probability that thiue of a certain wealth component is highly
dependent on whether the value has been obseresy iof the two other waves, the share of
observations in our simulation data sets with ngpoase in every wave was too high compared to the
original dataset as the information whether INRadly occurred in one of the other waves is the most
important variable for the non-response processrdibire we added a small stochastic component to
the predictions to incorporate uncertainty. Afteg aiddition of this random error terms the share of
observations for which information from the otheptwaves is available for longitudinal imputation

IS approximately the same as in the original désase

Table 2 displays the McFadden R2 for the nonrespamadels under MAR, the number of
observations with missing values and the numbaioakero observations for the simulation assets and
waves. Note that the number to be imputed is fatealound 10 percent of all valid nonzero
observations, which is a rather high nonresponsidénce for home market value and consumer
credits. The share of missing values for questtmmgerning the financial assets tends to be higher
than 10 percent, however, since our performanderiisolely focus on the differences between

imputed and observed values, this handicap hasle@ance in practice.

However, as useful and necessary as MAR as an pisanfor researchers to handle item
nonresponse is, to assume the (non-)response mgchiarfully explained once we conditioned on
observed variables (and dismiss any MNAR in tha datnegligible) is simplistic. This is why we
simulate additional response mechanisms under thaRlassumption: in two different set-ups we
assume that the probability to provide the valua oértain asset depends on the value itself. The
empirically observed relationship between nonrespdancidence and the corresponding values tends
to be U-shaped, which is better documented forrmequestions than it is for wealth questions: In
fact, Frick and Grabka (2005) state that the inoigefor nonresponse of a component of the post-
government income for the lowest and highest incdawles is between 28 and 60 percent higher
than for the fifth and sixth income deciles. Addlitally, characteristics that are typically obserfad
low income and low wealth households, such as lefvethooling and part time employment, have

explanatory power in non-response models (RiphaknSerfling 2005).
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Table 2 | Descriptive statistics for observed anuiation data sets, goodness of fit for the logit
regression models of the nonresponse mechanism JMAR

INR Wave McFadden Mean Number Nonzero Coefficient
assumption R2 in Euro to be obser- of

imputed  vations Variation

OBSERVE 2002 Home market value - 243,769 - 7075 0.731
D Financial assets - 39,798 - 8103 3.209
Consumer Credits - 26,544 - 2088 4.792
2007  Home market value - 237,508 - 6775 0.762
Financial assets - 40,114 - 8377 3.651
Consumer Credits - 17,935 - 2978 2.850
2012 Home market value - 230,613 - 6164 0.726
Financial assets - 44,740 - 7377 2.901
Consumer Credits - 16,866 - 2552 4911
MAR 2002 Home market value  0.595 225,724 707 6368 0.773
Financial assets 0.410 44,921 810 7293 2.026
Consumer Credits 0.524 26,475 208 1880 1.733
2007 Home market value 0.518 214,858 677 6098 0.746
Financial assets 0.391 54,026 837 7540 6.060
Consumer Credits  0.618 16,191 297 2681 2.048
2012 Home market value  0.540 202,057 637 5527 0.789
Financial assets 0.406 59,015 737 6640 3.010
Consumer Credits 0.597 18,689 255 2297 1.871
MNAR 1 2002 Home market value - 204,609 716 6359 0.634
Financial assets - 15,762 808 7295 1.894
Consumer Credits - 10,168 176 1912 1.801
2007 Home market value - 190,218 692 6083 0.756
Financial assets - 11,242 809 7568 2,917
Consumer Credits - 6,190 301 2677 2.304
2012 Home market value - 195,064 636 5528 0.873
Financial assets - 11,287 773 6604 2.306
Consumer Credits - 6,682 256 2296 1.871
MNAR 2 2002 Home market value - 283,085 760 6315 0.705
Financial assets - 73,853 805 7298 2.253
Consumer Credits - 39,505 209 1879 1.748
2007 Home market value - 284,654 637 6138 0.800
Financial assets - 75,950 858 7519 2.690
Consumer Credits - 41,856 309 2669 2.334
2012  Home market value - 301,754 626 5538 0.924
Financial assets - 84,956 763 6614 2.629
Consumer Credits - 36,835 261 2291 6.917

Under the assumption that wealth components shsiraiar nonresponse behavior, we assume in the
MNAR1 data sets that the probability to provideadidrzanswer is the lower the higher true valuéns.
the NMAR?2 data sets, we assume that probabilitydtusal is inversely proportional to the true \ealu

of the wealth components. Table 2 compares thetsfta the mean and the coefficient of variation of
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the respective simulation data sets. Consequédrglyneans for the remaining nonzero observations in
the NMARL1 data sets are substantially lower, whenedahe NMAR?2 data sets they are substantially
higher.

4 Evaluation Criteria

Finding suitable evaluation criteria for a multipheputation project is not an easy task. The dvisi
into different evaluation categories traces backhambers (2001). As part of the EUREDIT project
they propose five accuracy measures: ranking acguiraputation plausibility, predictive accuracy,
distributional accuracy and estimation accuracynkitay accuracy refers to the preservation of order
in the imputed values, while imputation plausililiefers to the plausibility of the imputed values

considering the standard editing procedures.

Measures of ranking accuracy are already suffiiem@vered by our criterions (see e.g. criterio 2,
and 8) and would not provide additional insight.adres of plausibility of the imputations are qdirt
the editing process and beyond the scope of tlisrpahus, we closely follow the evaluation
framework laid down by Watson and Starick (2011 otus on a set of 8 different instead of 11
criteria applied by the authors. Those criteriadavéed into the three remaining categories:
predictive accuracy, distributional accuracy areh&stion accuracy. We opt to not include four
criteria of Watson and Starick (2011) that we fitednot add another dimension to the evaluation at
hand and, thus, are redundant. This includes #sepration of skewness and kurtosis, since the
preservation of the shape of the distribution igeced by the Kolmogorov-Smirnow distance (6) and
the regression analysis for skewed distributionsn(@ombination with the first two standardized
moments, (4) and (5). Furthermore, unlike Watsah@tarick (2011) we do not include Pearson
correlations between two wealth types. There igkchlg no variation for this criterion and for the
wealth types we choose for this study. For the saasons, we choose to not include the Euclidian
distance between observed and imputed set of Vesiabinally, we add the relative bias to our get o

evaluation criteria (see section 4.1).

The main purposes of the SOEP wealth data areethiidtwo components. Cross-sectional analyses
focus on wealth distributions and trend analydesxefore those should be adequately replicated by
the imputation procedure, while longitudinal analy$ocus on wealth mobility. Ultimately, the ideal
imputation model would account for cross-sectiaral longitudinal accuracy. We divided the
evaluation criteria into two subsets, to accountlie comparatively higher importance of wave-
specific trend analyses (six criteria in sectidl) &vhen compared to analyses that make use of the

panel components of the data (two additional laiital criteria in section 4.2).
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4.1 Wave-specific evaluation criteria

Following Chambers (2000), the first of our eigtitezia assesses the relative bias in the diffexenc
between the imputed and the observed values affibigtation data sets and separately for all wealth
types. Withy; denoting the observed value of a wealth variatrerfdividuali andy; ,- denoting the
imputed value for individual and in the imputation data sefr = 1, 2, ..., R). Therelative Bias (1)

is calculated for each replicateand averaged over dlreplicates.

R
1
RBias = Ez RBias,
r=1
R .
1N Zies,Oir = Y1)

R Ziesr%(l —R;)

r=1

As we already mentioned before, we Bet 5 in this study, because most surveys provide trssrs

with 5 replicates of an imputation data set and&P adopts this strategy.

The next criterion we use is tRearson correlation (2)between observed and imputed variables,

defined as

210 =i — )

yy = —
\/Zyzl(yi — )Y — ¥)?

and is considered as an assessment of the predactouracy of an imputed variable. The third
criterion, aregression analysis for skewed distributions (3)s as well a measurement of predictive
accuracy. We transform both true and imputed vabyasking the natural logarithm and calculate a
standard linear regression model with the transéofrimputed variable as an independent and the
transformed observed variable as dependent varféilsie BY + ¢). The idea is that the coefficigit
should be as close to one as possible. By caloglatistandard t-test f8r= 1 we can easily compare
the test statistics for each imputation methodsthaller t-test statistic the better the imputation

method.

Chambers (2001) notes the imputation results shepicbduce the lower order moments of the
distribution of the true values. Given that we daectly compare the lower order moments between
imputed and observed values, we chose to incluglalibolute relative difference in means (4and

theabsolute difference in the coefficient of variation(5) for the assessment of estimation accuracy.

G-
y

CR(4) = ’
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crRs) = 12— 2|
y oy

For the reasons we already mentioned above, ulieson and Starick (2011) we choose not to

include the third and fourth standardized moments.

Distributional accuracy is achieved when the distiibn of the true values is preserved by the
imputed values. ThiKolmogorov-Smirnov distance (6)is the higher the more the two tested

empirical distributions of the imputed and the tvadues deviate from each other.

n n

1 1
dys =max(|= > 10y <) =2 > 1: < %))

i=1 i=1
4.2 Additional longitudinal evaluation criteria

We apply two additional evaluation criteria thalpg#® examine the performance in a longitudinal
study. The first criterion assesses the distrimati@ccuracy of wealth mobility between waves for
specific components and includes all observatioitls avpositive value for the specific wealth type i
two waves simultaneously considered. Wealth metiditdefined by the change in wealth decile
group membership in 2002 vs. 2007, 2007 vs. 2082802 vs. 2012. A standard Chi-square test for
fit of the distributions is performed where the ungd cell frequencies are the observed ones and the

expected cell frequencies are the true cell fregiesn

10 10

. 2
o=y Yy Gutm)
j=1i=1 Mij

Thus, the higher th€hi-square test statistic (7the worse the imputation method can replicate the

observed mobility for the wealth component in cdasation.

The second longitudinal criterion is tbess-wave correlation (8¥or each wealth types separately:
before and after the imputation procedure the diffees of the correlations between each wealth type
are compared and should be close to zero. The thilgbaleviation from zero the worse the

performance of the imputation method.
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5 Imputation Methods

The imputation methods which can be considerediirsmnulation study are limited by the fact that
we choose to use multiple imputation techniques héie to rule out all single imputation techniques
beforehand. This includes for example all carryaowethods which use valid values observed in the
last or next wave of the survey (and variationsgbf). This also includes, more generally, all
imputation methods without a stochastic componEme. methods we choose to examine are
commonly used by researchers, practitioners arghrels infrastructure providers alike, as we already

referenced in the first chapter.

We also refrain from considering (longitudinal) tetk imputation given that Watson and Starick
(2011: 711) already present evidence in a simulattady that their applied hotdeck imputation

method does “not perform particularly well on ertbeoss-sectional or longitudinal accuracy”.

5.1 Multiple imputation by chained equations (MICE)

We present the basic set-up for imputations ushained equations in this chapter, but for more
detailed information we refer to van Buuren e(&299), Royston (2004), and van Buuren et al.
(2006), among others. Multiple imputation by chdireguations (MICE) is hot an imputation model
by itself, it is rather the expectation that bywsagtially imputing the variables using univariate
imputation models the analyst expects convergeateden the imputation variables after a certain
number of iterations. For each prediction equadibbut the variable for which missing values ought
to be imputed are included, that is, each prediatiguation exhibits a fully conditional specificati

It is necessary for the chained equations to bagsas an iterative process, because the estimated
parameters of the model are possibly dependehieahiputed values. Formally, we havevealth
components;, Y5, ..., ¥, and a set of predictors (independent variablegiwdo not have missing
values)Z, then what essentially happens can be describfdlass. For iterations = 0,1, ... N, and
with ¢; as the corresponding model parameters with aumifwior probability distribution, the

missing values are drawn from

Y1(n+1) ~ 91(Y1|Y2(n)J - Yp(n)'Z' $1)

Yz(n+1) ~ g2(Y; |Y1(n+1): Y3(n)’ e Yp(n)’ Z,$2)

1 1 L !
Yp(n+ ) gp(Yplyl(n+ )'Yz(n+ )’ ---;Yp(r_li— ),Z, bp)
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until convergence at = N is achieved. That is, in iteratien+ 1 the dependent variables of each
univariate imputation model;(.) are updated with the corresponding imputed vatigésrmined by

the last iteratiom (or the ongoing iteration, if the dependent vdeadiready has been imputed). One
of the main advantages is that the univariate iafprt modelgy;(.) may be chosen separately for
each imputation variable, which is also why in it a theoretical justification for MICE it is waty
used by researchers and practitioners. We did a&erase of this specific feature at the project at
hand, as all wealth variables exhibit similar statal and distributional characteristics. Howewves,
choose an adjusted set of additional independeiathlasz; for each imputation variab. In line

with the experiences of other countries and suri@ythe imputation of wealth data, the additional
independent variable% we choose are a set of (1) covariates determthegon-response (variables
of the non-response model under the MAR assumptiemtioned in section 4.1.), (2) covariates that
are considered good predictors for the variablevamst to impute (3) economic variables that are
possibly related to the outcome variable (accorttingconomic theory) and (4) variables that are
good predictors of the covariates included in & the groups of variables. However, the lastgrou

is especially important in the first iterations @ahd more dependence between the imputation
variables is expected. Nonetheless, we follow tlypseelines for the independent variables in the
prediction equations and refer to Barcel6 (2006gfoexcellent overview on the reasoning behind the
extensiveness of the set covariates and some eganif@ give an example why we adjusted the set of
independent variables for each imputation varialdes regional information tends to have significa
explanatory power for the imputation models of sthte but do not contribute to the estimated

models for most of the remaining wealth components.

We specified the imputation modejg(.) using predictive mean matching (PMM) to accountifie
restricted range of the imputation variables ancirtumvent the assumption that the normality ef th
underlying models holds true. Predictive mean matc(PMM) was introduced by Little (1988) and
is a nearest-neighbor matching technique usedputation models to replace the outcome of the
imputation model for every missing value (a linpegdiction) with an observed value. The set of
observed values from which the imputed value isloanly drawn consists of (non-missing) values
derived from the nearest neighbors which are ctdsdbe linear prediction. Thus, the distributmn

the observed values will be preserved for the imgpwalues.

5.2 Regression with Heckman correction for samelection

When wealth data was collected for the second itn2©07 in the SOEP, the researchers opted for a
regression design with Heckman correction for sansplection for the imputation of the missing

(metric) values (cf. Frick et al. 2007, 2010). Tist step involved a cross-sectional imputation of
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missing values for 2002. These data were then fesellongitudinal imputation of the 2007 data

using the lagged wealth data from 2002 as covaridtee third step was a re-imputation of 2002
wealth data using the now-completed longitudin&dnmation from 2007, and starting a cycle of
regression models with longitudinal info until cemgence between 2002 and 2007 was achieved. The
stochastic component in each step, which is negessgenerate multiple implicates, was added
through the assignment of randomly drawn residdets/ed from the respective regression models.

As for this study, we decided to include this aligdeployed approach in our simulation to compare

its performance with other multiple imputation nedb.

With the 2012 wealth data and three available wathespool of available longitudinal information
grew considerably. We decide to add the regressmatels for 2012 after convergence between 2002
and 2007 has been achieved, with 2007 now senrgintigeabase year. Consequently, longitudinal
information from the survey wave 2007 is used fferimputation of missing values in 2002 and 2012

alike.

The variables included in those models are mosthjiar to the set of covariates used in the MICE
approach (see Section 4.1). However, this regnesgproach is not sequentially adding updated
imputed values from other wealth types; hence tbdats, predictions and imputed values are mostly
calculated isolated, the prediction equation da#sntlude the metric values of the other wealth
types. There are a few exceptions: The regressagehior home value (other property values)
additionally includes the home debt (other propdgit). The imputations for both these values are
generated in an iterative process in itself, st values have very high explanatory power in the

respective models.

For now, we are including this former SOEP standialur simulation set-up, even though we are

well aware that it is not an adequate multiple itagian procedure in a very narrow sense.

5.3 Row-and-column imputation technique

Little and Su (1989) proposed the row-and-colunmgtitation technique as a procedure for item
nonresponse adjustment in panel surveys. It tatkesndage of available cross-sectional as well as
individual longitudinal information. It combinestdeaavailable from the entire panel duration forrgve
unit (row) and cross-sectional trend informatioalgenn) and adds a residual derived from a nearest

neighbor matching, thereby attaching a stochastitponent to an otherwise deterministic approach.

Since we have three waves of wealth data, the gokffects (for any wealth asset) are given by
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and is calculated for each wave separagglys the sample mean wealth asset for t = 2002,,2007

2012. The row effects are given by

and are calculated for each member of the samplés the value of the wealth asset for individial
in wavet. m; is the number of recorded waves in which the assdee of individual has been

observed.

Originally, the row-and-column-method was desigasa single imputation method. However, the
last step—assigning the residual term from theestareighbor—may be modified in such a way that
for every individual unit and wave multiple imputealues can be derived. After sorting the units by
their row effectsr;, the residual effect of the nearest complete lunityear; is used to calculate the

imputed value for unit:

residual term
—_———
Vit

Vit =T; % Cp * P
v;+ IS the single imputed value using the residuaaffrom the nearest neighldofTo generate

multiple imputations we need only two additionapst. Instead of only assigning the residual of the
nearest neighbor, we assign the residuals of thearest neighbors. Then« ¢, is identical for every
computation and residual terms are used to genekaimputed values for every unitand every

yeart. Since there is a tradeoff between the numbenpbtitations and the distance to the “farthest”
nearest neighbor, we reasoned that the generatyd@n number of five imputations would present a
reasonable balance (e.g. the HFCS, other SOEPsiesjghe Survey of Consumer Finances (SCF)).
However, this decision is merely based on tradiind our expectations and has not been subject to
an empirical analysis (yet). Also it is noteworthiyat the residual terms of the five nearest-nesghb
have been randomly assigned to imputed values érakmtly for every unitin order to avoid any

systematic differences of imputation accuracy eftie imputation data sets.

5.4 Row-and-columns imputation with age classes

When using the row-and column imputation the daridhe residual term (and the distance between

donor and recipient) is solely depending on thé&rspiof the units by their row effects At the same
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time, as Watson and Starick (20%1ate, recipients and the respective donors shaud similar
characteristics, and those characteristics shasbociated with the variable being imputed. They
introduce an addition to the basic row-and-columputation; the method is extended to take into
account basic characteristics of the donors aridiests. For a comparison between the standard row-
and-column imputation and an imputation with agessés (see figure 1) we match donors and
recipients within longitudinal imputation classedided by the following age classes (at the tirhe, t
survey was conducted) in the respective wave: 1,720-24, 25-34, 35-44, 45-54, 55-64, 65 and
older. Thereby it is guaranteed that donors wilireltheir residual with recipients from the same ag

range.

As for the evaluation, we use a two-step approiihktly, we determine which row-and-columns
imputation is superior. This question amounts fte: fow-and-columns imputation is used for
observations that have valid information in othewves, do the addition of age classes improve the
performance when compared to the standard row-ahufrnis imputation. The second and more
important step determines which combination ofdasd fallback methods yields the best results.
Basic imputation method means the technique thates for observations with missing values and
information from other waves of that same individoas been observed. Fallback imputation method
means that for some observations with missing gatudy cross-sectional information and variables

are available and, therefore, only the two modekHdapproaches can be applied.
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Figure 1 | Basic and fallback imputation methods$ evaluation set-up

Determining thesuperior row-and-column imputation, given
Step 1 that this approach is used for observations witilable

longitudinal information

BASIC Standard Row-and-columns  Row-and-Columns imputation
(for observations with imputation (Little and Su 1989 with age classes (Watson and
missing values, Starick 2011)

information from other

waves is available)

FALLBACK Multiple Regression model Multiple Regression model
(for some observations imputation by with Heckmann imputation by with Heckmann
with missing values, only chained correction for chained correction for
cross-sectional information €duations sample selection  equations sample selection

and variables are available)
acronym used in chapter ¢ RC-MICE RC-HECK RCA-MICE RCA-HECK

Determining thesuperior combination of BASIC and

Step 2 FALLBACK imputation method including the result of steps1 a
BASIC
BASIC Row-and-columns imputation Multiple Regression model
(for observations with determined in step 1(Little and MPutationby - with Heckmann
feai chained correction for
missing values, Su 1989) ) .
equations sample selection

information from other

waves is available)

FALLBACK Multiple Regression model Multiple Regression model
(for some observations imputation by with Heckmann imputation by with Heckmann
with missing values, only chained correction for chained correction for
cross-sectional information €duations sample selection  equations sample selection

and variables are available
acronym used in chapter 5 RC(A)-MICE RC(A)-HECK MICE HECK
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6 Results

As we illustrated in figure 1, we compare the parfance of the six combinations of imputation
methods in two steps using the eight evaluatideriai we introduced in chapter 3. We first consider
the two variations of the row-and-column imputat{eith or without additional age classes). Next we
examine the best combination of basic and falloaekhods to determine which imputation method
yields the best results for the SOEP wealth ddta.réason we examine the performances in two steps
is that we are using ranks based on the evaluatiteria and when we started to sum up the results,
turned out that the row-and-column methods werg glase for most parameters. In order to not
potentially penalize the remaining imputation methby our ranking procedure, we determine which
row-and-columns method to use first. To give amgXa, let us assume that for one evaluation
criterion the row-and-column method (both with dthout age classes) performs best in combination
with MICE as the fallback method, that would melaat the remaining combinations would have the
ranks 3 through 6 (instead of 2 through 4) andharalized disproportionately, which in our opinion

is not justified based on the similarities betwdsnrow-and-columns methods.

As already mentioned, we rank the three chosentlwigains for three years, three assumed
nonresponse mechanism and each evaluation critegjperately and compare the outcomes for the
imputation methods. In the first step (section Své)rank the imputations using the row-and-column
imputation using age classes only against the atdnmdw-and-column imputation, so we only assign
the ranks 1 and 2 for the sake of comparison afaltiewo methods. In the second step (section 5.2) we
assign the ranks 1 to 4 in order to evaluate thamging four imputation methods simultaneously. The
evaluation criteria (1) — (6) are used for the wapecific evaluations and the criteria (7) anda(@®
additional criteria that solely can be calculatethg the results of two waves (2002/07, 2007/12 and
2002/12), for these six longitudinal evaluatiortemia we only present the overall rank average (see
tables 3 - 8). For the wave-specific evaluationpresent wave-specific rank average as well as the
overall rank average. Since the outcome of steqg@emt the final results, with step 1 only sentimg
determine, which of the row-and-column imputatieresuse in step 2, the readers may skip directly to

section 5.2.

6.1 Assessment of row-and-column imputation tealnesq

In tables 3 we show wave-specific and overall ravdrages for home market value, which means that
the best a method can score is 1 and the worstl@ohean score is 2 in this first step of our
evaluation. We compare RC-HECK versus RCA-HECK BR@dMICE versus RCA-MICE.

Consequently the average ranks of these two regpeneasures add up to 3.
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Table 3| Performance of Home Market Value Imputation, Ravd-Column techniques

Home Market Value

Wave-Specific Evaluation Longitudinal Evaluation
Overall
Overall
Rank
2002 2007 2012 Rank
Averag
Average

e

Assumption: Missing at Random

RC-HECK 15 13 15 1.44 1.33
RCA-

15 1.7 15 1.56 1.67
HECK
RC-MICE 13 15 1.3 1.39 1.50
RCA-

1.7 15 1.7 1.61 1.50
MICE

Assumption: Missing Not at Random 1

RC-HECK 1.5 1.7 1.3 1.50 1.67
RCA-

1.5 1.3 1.7 1.50 1.33
HECK
RC-MICE 15 1.8 13 1.56 1.67
RCA-

15 1.2 1.7 1.44 1.33
MICE
Assumption: Missing Not at Random 2
RC-HECK 1.2 1.2 17 1.33 1.50
RCA-

1.8 1.8 1.3 1.67 1.50
HECK
RC-MICE 15 15 1.7 1.56 1.50
RCA-

15 15 13 1.44 1.50
MICE

The differences between the two methods are mileidouboth the overall wave-specific evaluations
and the longitudinal evaluation. The detailed congpas of wave-specific and longitudinal overall
ranks for financial assets and consumer creditbanied in the Appendix (see tables Al and A2)t as

was difficult to identify a clear pattern for eashthe considered wealth components.

Given that for each of the three wealth componeatslear cut conclusion could be drawn, we
summed up the results of the separate componeatsne overall ‘sum of rank’ (table 4). With

regard to the wave-specific evaluation criteriariwg@-and-column imputatiowithout age classes in
combination with a simple regression with Heckmelestion equation as the fallback method classes
performs best when MNAR is assumed. In case of MAIRno distinct deduction can be drawn.
When looking at the longitudinal evaluation crigetihhe pure row-and-column imputatiathout age
classes yields the best results in case of MARMINAR1. Only in the MNAR2 scenario the
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combination of a row-&-column imputatiomth age classes and MICE as a fallback method performs
best in comparison to the other methods. It appeatshere is a small tendency that the row-and-
column imputatiorwithout age classes is superior to the one with age dakksvever, the

differences are generally very small.

Table 4| Performance of Home Market Value Imputation, Ravd-Column techniques

Sum of wave-specific Sum of longitudinal

average ranks average ranks

Assumption: Missing at Random

RC-HECK 4,55 4,16
RCA-HECK 4,45 4,84
RC-MICE 4,50 4,67
RCA-MICE 4,50 4,33
Assumption: Missing Not at Random 1

RC-HECK 4,28 4,67
RCA-HECK 4,72 4,33
RC-MICE 4,39 4,17
RCA-MICE 4,61 4,83
Assumption: Missing Not at Random 2

RC-HECK 4,33 4,83
RCA-HECK 4,67 4,17
RC-MICE 4,61 4,67
RCA-MICE 4,39 4,33

Watson and Starick (2011) identify an advantage¢Hermerformance of the row-and-column
imputation with age classes. However, they useouarincome items in their research. One possible
explanation, why we do not identify a similar adtegye, is that the interactions between wealth and
age are less strict for wealth items than they@rasncome items. Hence, the incorporation of age
classes into the row-and-column imputation doesmptove the performance similarly to income
data. Given the unclear results with a small ovadlantage for the imputation without age classes

for further evaluations in section 5.2 we choosede the standard row-and-columns imputation.

5.2 Evaluation of Imputation Methods

In this section we compare all imputation methadsitaneously but separately for each of the three
wealth types and assumptions of the nonresponskanemstns. Rank averages mean that the best a
method can score is 1 (with each evaluation coitesicoring best) and the worst a method can ssore i
4 (with each evaluation criterion scoring worstle Wbmpare the pure Regression with Heckman

correction for sample selection as both basic albeick method (HECK), the pure multiple
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imputations by chained equations as both basidalléck method (MICE) and both methods when
combined with the row-and-column imputation as dasputation when longitudinal data is available
(RC-HECK and RC-MICE).

Table 5| Overall Performance of Home Market Value ImpuatatMethods

Home Market Value

Wave-Specific Evaluation Longitudinal Evaluation
Overall
Overall
Averag
2002 2007 2012 Average
Rank ©
Rank

Assumption: Missing at Random
HECK 3.33 2.67 3.17 3.06 2.67
RC-HECK 2.33 3.50 2.50 2.78 3.00
MICE 3.50 2.83 3.67 3.33 1.50
RC-MICE 2.50 3.17 2.33 2.67 2.83
Assumption: Missing Not at Random 1
HECK 2.33 3.33 3.17 2.94 2.33
RC-HECK 2.67 1.67 2.67 2.33 2.50
MICE 3.67 4.17 2.67 3.50 2.33
RC-MICE 3.00 2.33 2.50 2.61 2.83
Assumption: Missing Not at Random 2
HECK 2.83 2.83 4.00 3.22 2.83
RC-HECK 2.83 3.00 2.50 2.78 3.17
MICE 3.50 3.67 3.17 3.44 1.33
RC-MICE 2.50 2.17 2.00 2.22 2.67

If we would have considered only the home mark&iesan this evaluation study, we would conclude
that RC-MICE is better than HECK and MICE for theputation of home values for the cross-
sectional criteria: Equal weighting of nonrespom&ehanisms and all wave-specific and the overall
longitudinal performances yields that the overairage is 2.57 for RC-MICE with a standard
deviation of 0.33 (HECK mean: 2.96, sd: 0.45; MI@Ean: 3.00, sd: 0.86). One possible explanation
is that the home market values in Germany tenetarbasset type with a rather high state-
dependency. The row-and-columns approach as uaigamputation technique, which solely
considers future and past observed values andemalbtrend effect, is closer to the original vaue
than both model-based approaches that may incdeptiva uncertainty of the imputation procedure
but do underestimate the explanatory power ofdbegdr lead) variable. As shown in table 6 this

outcome is independent of the nonresponse mechadhris assumed.
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Table 6] Overall Performance of Financial Assets Imputatitethods

Financial Assets

Wave-Specific Evaluation Longitudinal Evaluation
Overall
Overall
2002 2007 2012 Averag
Average
e

Assumption: Missing at Random

HECK 3.33 3.17 3.00 3.17 2.67
RC-HECK 2.83 2.33 2.83 2.67 2.83
MICE 2.33 217 2.00 217 1.33
RC-MICE 1.50 2.33 2.17 2.00 3.00
Assumption: Missing Not at Random 1

HECK 2.00 3.50 217 2.56 2.67
RC-HECK 3.17 3.17 3.50 3.28 3.17
MICE 2.17 1.50 2.00 1.89 1.67
RC-MICE 2.67 1.83 2.33 2.28 2.50
Assumption: Missing Not at Random 2

HECK 1.67 3.50 3.83 3.00 2.67
RC-HECK 2.67 2.17 1.50 211 2.83
MICE 2.67 217 1.50 244 1.83
RC-MICE 3.00 2.17 2.17 2.44 2.67

Considering the overall average ranks for finanassets reveals that is lowest for MICE: 1.94 (sd:
0.38), which is significantly better than both HEQiean: 2.85, sd: 0.63) and RC-HECK (mean:

2.75, sd: 0.52). Generally, financial assets exlaiss state-dependency than home market values and
regression models for both the imputation of thérimealues and the nonresponse mechanism are
mediocre when compared to other asset types. Terg is comparatively more uncertainty to
consider by the imputation method and lagged atddavariables are considerably less important. The
higher uncertainty is better captured by the impwiaues using the MICE procedure. HECK does not
incorporate the uncertainty related to the estiomatif the model parameters; hence the imputed
values (the predictions plus a randomly drawn tesdjdmay not reflect the uncertainty or be biaged.
notable result is that the combination RC-MICE perfs at least second best (mean: 2.36, sd: 0.42).
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Table 7| Overall Performance of Consumer Credits Imputalitethods

Consumer Credits

Wave-Specific Evaluation Longitudinal Evaluation
Overall
Overall
2002 2007 2012 Averag
Average

e

Assumption: Missing at Random

HECK 1.83 2.50 2.00 211 2.83
RC-HECK 1.83 2.33 1.83 2.00 2.50
MICE 3.17 3.00 3.33 3.17 3.00
RC-MICE 3.17 217 2.83 2.72 1.67
Assumption: Missing Not at Random 1

HECK 1.83 217 2.33 211 2.67
RC-HECK 1.83 1.83 2.00 1.89 2.67
MICE 3.00 3.50 3.17 3.22 2.67
RC-MICE 3.33 2.50 2.50 2.78 2.00
Assumption: Missing Not at Random 2

HECK 217 2.33 2.00 2.17 2.00
RC-HECK 2.00 2.50 2.33 2.28 3.33
MICE 2.83 2.83 2.67 2.78 1.83
RC-MICE 3.00 2.33 3.33 2.89 2.83

Consumer credits have the lowest state-dependdribg three wealth types we consider in this study.
Note that the SOEP wealth data is collected in-yiar intervals and credit periods for consumer
credits are typically shorter. Following the samguanentation we already laid out for home market
values und financial assets, we expect that theamavcolumn imputation performs rather weak. As
shown in table 8 this is not entirely the case h(BAtCE (mean: 2.92, sd: 0.41) and RC-MICE (mean:
2.64, sd: 0.51) perform worse than the imputatidth WECK (mean: 2.22, sd: 0.31) and RC-HECK
(mean: 2.45, sd: 0.44). One possible explanatitimaisthe imputation models for consumer credigs ar
calculated with considerably less nonzero obsearmat{as shown in table 2) and the standard erfors o
the respective parameters tend to be much largarftr wealth types with high amount nonzero
observations (such as both financial assets and moanket values). Thus, we assume that the

performance of MICE (and consequently RC-MICE)iiidished by the small sample sizes.

Equal weighting of all nonresponse assumptionsyedllth types and all wave-specific and
longitudinal evaluations (as each rank averageistsnsf the mean of six rankings) reveals that the
overall average is lowest for RC-MICE (2.52) anghast for HECK (2.68), with RC-HECK (2.56)
and MICE (2.62) in between. The overall differenaes miniscule and not significantly different in
this evaluation set-up. However, the standard deviaf the average ranks may be interpreted as a

measure of the performance stability over sevesales, wealth types and nonresponse assumptions.
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The stability of the performance is again the l@sRC-MICE (0.44), it is the worst for MICE (0.7,6)
RC-HECK is second (0.52) and HECK third (0.58). &hsn those two overall performance
indicators it is surprising, how variable the penfance of multiple imputation using chained
equations for both basic and fallback observatisnisut how stable the combination with the row-
and-column imputation proved to be. Despite thisilte this evaluation study does not draw a final
conclusion, as the outcome would heavily depenthenvealth type that is to be imputed, the survey

wave considered, and the nonresponse mechanismedsu

7 Conclusions

In an assessment of the performance of severaltatipn methods for longitudinal wealth data we
used a set of eight evaluation criteria and thesei@ptions for the nonresponse generating
mechanism. The overall result did not yield thatraputation method performs consistently better for
all wealth types. However, in a first step we shibat adding age classes to the standard row-and-
column imputation as introduced by Little and S883) does not improve the performance based on

our criteria and the input data.

In a second step, we compare the standard row-@ndin imputation for observations with available
longitudinal data with two methods that rely puretythe prediction equations of regression models.
We are well aware that the outcome of any evaloagtady is a function of the evaluation criteriatth
are considered. However, in our analyses of theepeance of the imputation methods we identified
several effects the researcher has to considstddies using multiple imputation and imputed dHta.
the data show high state-dependency (such as hamenvalues) the univariate row-and-column
imputation performs considerably better than impotemodels using regression models, if
longitudinal information is available. For wealtpés with medium state dependency and high
incidence (and consequently a large amount of mordeservations for the imputation model
estimation) such as financial assets the performahmultiple imputation using chained equations
seems to yield better results than the regresgiproach using a Heckman correction for sample
selection with a stochastic component. Low incigeaied a low amount of nonzero observations for
model estimation result in a comparatively pooifgrenance of multiple imputations using chained
equations. However, since the large standard eofdiee imputed data are justified by the

characteristics of the input data, we argue thatismot necessarily a clear disadvantage.

In order to draw a final conclusion for our specifnputation of the SOEP wealth data, we argue that
the quantitatively the most important wealth typase a high state-dependency and a high incidence

(home market value, other properties, private iasces and building loan contracts). Thus, based on



Estimating the Impact of Alternative Multiple Imputation Methods on Longitudinal Wealth Data

this study and our experience we would argue inrfa¥ the row-and-column imputation with MICE
as fallback imputation, when no longitudinal daés been observed. The overall effect of potemtiall
poorer imputation performance of asset types withihcidence and low state-dependency on the
(aggregated) net wealth and wealth inequality egtins should be negligible and reflected by a

proper application of confidence intervals and siggince tests.

One thing that remains to be addressed is thaefx@med from including partial unit nonresponse in
this simulation, e.g. individuals within househottat choose to not respond, whereas the reseof th
household did. The reason is that analyses witlS@EP wealth data focus on the individual level
observation and PUNR observations would only affiectsehold wealth estimators. However, we do
not expect the results to be significantly diffdrdrad we considered PUNR observations. Potential
extensions to this study could be the inclusioadtfitional wealth types, examining the effects of
imputation methods on the total net worth and tjgregate net worth and additional imputation

methods we did not consider for now.
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Appendix

A Comparison of Row-and-Column Imputations

Table Al |Performance of Financial Assets Imputation, Row-&atlmn techniques

Financial Assets

Wave-Specific Evaluation Longitudinal Evaluation
Overall Overall
2002 2007 2012 Average Averag
Rank e Rank

Assumption: Missing at Random
RC-HECK 1.33 1.83 1.33 1.67 1.33
RCA-

1.67 117 1.67 1.33 1.67
HECK
RC-MICE 1.17 1.83 1.50 1.67 1.50
RCA-

1.83 117 1.50 1.33 1.50
MICE
Assumption: Missing Not at Random 1
RC-HECK 1.33 1.33 1.17 1.28 1.67
RCA-

1.67 1.67 1.83 172 1.33
HECK
RC-MICE 1.33 1.33 1.33 1.33 1.33
RCA-

1.67 1.67 1.67 1.67 1.67
MICE
Assumption: Missing Not at Random 2
RC-HECK 1.50 1.50 1.33 1.44 1.50
RCA-

1.50 1.50 1.67 1.56 1.50
HECK
RC-MICE 1.50 1.67 1.67 1.61 1.67
RCA-

1.50 1.33 1.33 1.39 1.33

MICE
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Table A2 | Performance of Consumer Credits ImpoatRow-and-Column techniques

Consumer Credits

Wave-Specific Evaluation Longitudinal Evaluation
Overall
Overall
Averag
2002 2007 2012 Average
e
Rank
Rank
Assumption: Missing at Random
RC-HECK 1.33 1.50 1.50 1.44 1.50
RCA-
1.67 1.50 1.50 1.56 1.50
HECK
RC-MICE 1.17 1.67 1.50 1.44 1.67
RCA-
1.83 1.33 1.50 1.56 1.33
MICE
Assumption: Missing Not at Random 1
RC-HECK 1.17 1.67 1.67 1.50 1.33
RCA-
1.83 1.33 1.33 1.50 1.67
HECK
RC-MICE 1.50 1.50 1.50 1.50 1.17
RCA-
1.50 1.50 1.50 1.50 1.83
MICE
Assumption: Missing Not at Random 2
RC-HECK 1.50 1.83 1.33 1.56 1.83
RCA-
1.50 117 1.67 1.44 1.17
HECK
RC-MICE 1.50 1.50 1.33 1.44 1.50
RCA-
1.50 1.50 1.67 1.56 1.50

MICE




