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Abstract: 
 
The aggregate average wage is often used as an indicator of economic performance 

and welfare, and as such often serves as a benchmark for changes in the generosity of 

public transfers and for wage negotiations. Yet if economies experience a high degree 

of (nonrandom) fluctuation in employment the composition of the employed 

population will have a considerable effect on the computed average. In this paper we 

demonstrate the extent of this problem using data for Poland for the period 1996-

2003. During these years unemployment in Poland almost doubled. We show that 

about a quarter of the growth in the average wage during this period could be 

contributed purely to changes in employment.   
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1. Introduction 
 
The aggregate average wage is often understood and referred to as an indication of the 

performance of the economy and its dynamics as a reflection of changes in society’s 

welfare. As such it is given a lot of public attention. As a result it is also used as a 

reference value for determining values of various social policy instruments.1 It is 

taken as given that an increase in the average wage is a sign of positive developments 

in the economy, while it’s stagnation reflects a general slowdown in economic 

development.  

 

It has been recognised for a long time in economic literature that the reported 

dynamics of aggregate wages may not necessarily play the role it is commonly 

assigned, and the problem of meaningful aggregation of wages may be more 

complicated than it is usually perceived (Bills, 1985, Solon et al., 1994, Gossling et 

al., 1998, Meghir and Whitehouse, 1996).2 The main issues complicating the 

interpretation of the aggregate wage as a simple indicator of welfare are: 

• the fact that selection into and out of the sample of employees is not random, 

• the structure of the employed population changes over time, 

• the structure of the wage distribution may change over time. 

A recent paper (Blundell et al., 2003) demonstrated that when corrected for these 

factors aggregate wage dynamics behave significantly differently from the simple 

average wage calculated for the employed population.  While the measured aggregate 

wage in the UK over the early 1990’s rises, the individual wages appear to be 

essentially flat. Clearly the interpretation of changes in the aggregate wage will be 

most difficult when the three forces complicating this interpretation undergo 

important changes. This will therefore apply especially strongly to countries with 

significant fluctuations in the rate of employment and more broadly to economies 

which undergo a rapid structural and institutional change.  

 

                                            
1 For example in Poland the level of income up to which national insurance contributions are paid is 30 
times the average gross monthly wage from the previous year. Moreover, the computation of retirement 
and disability pension entitlements for those who become pensioners relates their earnings and 
contributions to average monthly gross wages. National insurance contributions paid by the self-
employed also depend on average monthly gross wages. See Zdanowicz (2003). 
2 For an excellent survey on aggregation issues in economics see Blundell and Stoker (2005).  
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This paper aims to be a straightforward illustration of the factors driving the aggregate 

wage dynamics with an application to Poland. Our main goal is to demonstrate the 

importance of the three factors above and examine the extent to which they could 

have disguised what the average aggregate wage is supposed to reflect. We hope that 

our results will make the analysts who examine the trends in the average aggregate 

wage more careful in their interpretation of the reported series.  

 

We use Polish micro-level data from two surveys: the Labour Force Survey (BAEL) 

and the Autumn Earnings Survey (AES). BAEL is a representative individual level 

survey (a rolling panel) collected quarterly with a principle focus on labour market 

status. Each quarter the survey collects information on about 50,000 individuals aged 

15 and over. The AES is an annual survey (collected usually in September) which 

collects data on approximately 700,000 individuals at the company level and focuses 

on earnings information. The reason for using this joint set up is because wage 

information in BAEL is generally unsatisfactory.3 At the same time the AES collects 

information only on employees and can’t be used to analyse changes in participation 

patterns. Therefore we use the earnings information from the AES data and take 

advantage of the detailed labour market information from BAEL to study labour 

market dynamics. 

 

The detailed information on individual wages in the AES is used to generate a wage 

distribution for the BAEL sample. This distribution is then employed to demonstrate 

changes in the ‘average wage’ given the observed trends on the Polish labour market 

in the period from the last quarter of 1996 to the middle of 2003. This time was a 

period of significant changes in employment levels in Poland. Registered 

unemployment in this period initially fell from 13.2% in September 1996 to 9.5% in 

August 1997, but then rose to reach 18.3% in April 2003. Below we look at the 

effects this employment variation could have had on the interpretation of the 

aggregate average wage.4 Because of institutional changes it is impossible to present a 

                                            
3 As we show in Mycielski et al. (2005) the wage information in BAEL is substantially incomplete. 
Moreover the AES collects information on gross and not on net wages (as is the case in BAEL). This 
makes it more comparable with the official average wage statistics.  
4 The published information on the aggregate average wage in Poland is based on monthly surveys 
conducted by the Central Statistical Office. They cover  all financial and non-financial enterprises 
employing at least 50 people and a representative sample of 10% of firms with from 10 up to 50 
employees. Wages in very small firms are estimated on the basis of trends from previous years. 
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consistent series of the aggregate average wage for Poland, as the definition of the 

“gross wage” changed in January 1999 with the  introduction of the pension reform. 

However, it is possible to calculate separate rates of growth of the aggregate average 

wage for the period before January 1999 and for the period after. By assuming the rate 

of growth between Q4 of 1998 and Q1 of 1999 to be the same as that between Q4 

1997 and Q1 1998, we can construct a cumulative wage growth over the period we 

examine. This is shown on figure 1. We can see that the cumulative real wage growth 

from the beginning to the end of the period is about 16%, but it reaches its peak in the 

fourth quarter of 2002 at 21.7%.  

 
 

Figure 1. Growth of real aggregate average wage in Poland: 1996-Q4 – 2003-Q2 
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Source: authors’ computation based on GUS statistics.  
Notes: Growth rate of real earnings between Q4-1998 and Q1-1999 assumed the same as a year earlier. 
Growth rates computed on the basis of CPI-indexed nominal wages.  
Q/Q – change from previous quarter. 
 
 

We start by outlining our methodology in Section 2. In Section 3 we describe our data 

and present sample selection criteria together with basic descriptive statistics for the 

data used in the study. Section 4 presents the constructed ‘base’ wage distribution, 

while in section 5 we show results of aggregate wages dynamics for the period from 

the fourth quarter of 1996 to the second quarter 2003 under the assumption of 

constant base wage distribution. Conclusions follow in section 6.  

                                                                                                                             
Average wages are calculated as an arithmetic mean with total wage fund divided by the number of 
employed people which is in some cases adjusted for number of working hours. 
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2. Methodology 

 

Our aim is to illustrate the most important determinants of changes in the ‘average 

wage’ in a straightforward but realistic fashion. This, together with the limitations 

imposed by the availability of data, implies that the analysis will need to be based on 

several simplifying assumptions, but it should nevertheless serve as a useful 

illustration of the problem and an interesting application to Polish data.  

  

The average wage is usually calculated simply as: 

 

t

I

i
it

t I

w
t

∑
== 1ϖ       (1) 

 
where: where wit is the observed wage of individual (i)  at time (t) and It is the sample 

of people employed at time (t) (i.e. people for whom we observe a wage). Notice that 

this definition disregards the part time and full time work and treats part and full time 

employees equally.  

 

The formula obviously relates only to the wages of those who are employed and is 

calculated as a simple arithmetic average. This means that although it may be 

informative of the wage level at a particular point in time, its changes may be difficult 

to interpret, especially if the population of employees (It) changes between (t) and 

(t+s). Because changes in the population of employees, driven by the economic cycle, 

demand for labour and by individual labour supply decisions, are not random, at 

different points in time people from different sections of the wage distribution will 

leave the sample or join it. The analysis of changes in the average wage should 

therefore take into account the changing composition of the employee population. At 

different points in the economic cycle people may be fired or hired and/or decide to 

leave employment or take up a job. This of course presents a difficulty because wages 

for the non-employed population are not observed. The average wage continues to be 

calculated in the same way, although the sample It changes. One therefore calculates 

the average wage for different people at each t. 
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How different would be the situation if we could observe wages for the entire 

population? If everyone had a wage ‘label’ which would respond to market demand 

factors, we would then be able to calculate a meaningful measure of the aggregate 

wage for the entire population at each (t). This would not help with the two other 

problems we mentioned in the introduction, but the issue of non-random selection 

would be taken into account in the calculation of the aggregate wage.  Yet, clearly the 

assumption that we can observe wages of all working age individuals is wrong and in 

reality we can only observe wages of those in work. So the problem we have to 

address is how we can use this information to learn about the effect of the three 

factors complicating the interpretation of the aggregate wage dynamics?  

 

Let us go back to the assumption that we can observe individual wages for the entire 

working population, and let’s also assume that the working population is made only of 

the ‘employed’ and the ‘non-employed’. The average wage could be calculated for 

this population as in formula (1) taking account of the wages of the employees. We 

could also proceed in a simplified manner, by dividing the distribution of employees’ 

wages into a number of intervals (c) and then calculating the average as: 
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where n is the number of employees in each wage interval c and ctw  is the arithmetic 

average wage for that interval c of the employed population. In the limit (when each 

interval represents a single individual) this formula is identical to (1), but this 

different representation of the way the average can be calculated becomes useful 

when we want to account for the entire working population.  

 

Assuming that the values of wages are conditional only on the observed 

characteristics of individuals and are independent from the current employment state 

the average wage formula (2) can be written in terms of the probabilities of being 

observed as employed: 
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where Nc is the number of employed and non-employed people in a wage interval c, 

and pict is the individual probability of being employed. ctw~  is the average wage 

within the interval calculated for the employed and the non-employed individuals. It 

is clear that if we assign the observed probabilities of being employed or not being 

employed (i.e 1 to those observed as employed and 0 to those observed as non-

employed) then formula (3) is identical to (2) (provided that the intervals c are small 

enough so that the distribution of wages within the intervals can be treated as 

uniform). Representation (3) is however more flexible from the point of view of our 

illustrative aim as it allows to examine what happens to the aggregate wage not only if 

wages of the employees change but also if the probability of being employed pi 

changes. We can also present formula (3) at the individual level (for the case where pi 

is individual probability of being employed, i.e. there is only one individual per 

interval): 
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Notice that we can replace ip  with ip̂ - the expected probability of being employed 

and in this way analyse how changes in ip̂ over time would have influenced the 

aggregate average wage controlling for the entire (expected) wage distribution. The 

wage measure included in formula 4 is itw~ - the assumed known individual wage for 

individual (i). In our exercise this will be replaced with itŵ  - the expected wage 

measure of individual (i). Formula 4 Below we present an analysis for Poland for the 

period from fourth quarter of 1996 to the second quarter of 2003 using this approach. 

We demonstrate the extent to which changes in employment probability of people 

with certain characteristics could have affected the dynamics of the average wage.  
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3. Data  

 

As we pointed out in the introduction the analysis is based on the combination of the 

AES and BAEL data. We use AES collected in September 1996 and on the basis of 

this dataset generate the expected (gross) wage distribution for the BAEL sample 

collected in Autumn 1996 (referred to as the ‘BAEL base sample’ below). Following 

this exercise we estimate employment probabilities in BAEL datasets over the years 

1996-Q4 to 2003-Q2 and use these to generate expected employment probabilities in 

‘future’ BAEL years, which are calculated for the BAEL base sample.5   

 

Where possible the same sample selection criteria are applied to the AES and BAEL 

datasets. The most important selection criteria are: 

- we drop people aged less than 18 and over 60 (in both samples), 

- we drop the self employed, those who help in family business and full time 

students (in BAEL only). 

 

In table 1 we present the basic descriptive statistics for the AES sample and the BAEL 

base sample (after applying selection criteria). The table also includes descriptive 

statistics for a sub-sample of the BAEL base sample including only those who are 

employed in firms employing more than 5 employees. This is the closest we can get to 

mimic the criteria applied to the creation of the AES sample. The Autumn Earnings 

Survey collects information only on employees employed in firms with more than 9 

employees. We can see that as far as the proportion of higher educated and those with 

secondary vocational training the selected BAEL sample and the AES sample is very 

similar. However the proportion of men among the BAEL employees is higher than 

among the AES employees, and the proportion of those with primary education is 

lower. These differences will most likely plead to differences in the earnings 

distributions generated for AES and for BAEL, but they are not very important as far 

as the analysis of changes in aggregate wages is concerned. 

 

                                            
5 The BAEL data has undergone a significant “transformation” in the period covered in this paper. For 
detailed documentation on changes in the data see Morawski, Mycielski, Myck (2005). 
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4. Computing expected wages and employment probabilities 

 

Table 2 presents the results of the wage equation estimation run as truncated 

regression (on log monthly wage) on AES.6 Log wages (of 663,621 individuals) are 

regressed on an age polynomial, education level dummies, region (49 pre-1999 

voivodship), a male dummy and interactions of: the male dummy with regional 

dummies and with education dummies. The choice of these variables is constrained 

on the one hand by the availability of more information on individuals in the AES 

dataset, and on the other hand on the need to have the same variables in both the AES 

and the BAEL base sample.7 For presentation reasons table 2 does not include the 

coefficients on the regional dummy variables and the interactions.8  

 

 
Table 1. AES and BAEL sample - descriptive statistics 

 AES – 19961 BAEL – 1996-Q42 BAEL – 1996-Q43 
(AES selection) 

Sample size 676,360 30,048 16,667 
Proportion of men 50.9% 47.6% 54.5% 
Education:    
   - higher  15.5% 10.0% 14.6% 
   - secondary academic 6.9% 6.9% 6.5% 
   - secondary vocational 30.5% 27.7% 31.7% 
   - vocational 30.0% 35.8% 35.2% 
   - primary or none 17.0% 19.6% 11.9% 
Age – men 38.7 38.5 37.3 
Age - women 39.3 38.9 38.5 
Source: authors’ calculation on the basis of AES-1996 and BAEL-1996-Q4. 
Notes:  1 - individuals employed in companies with more than 9 employees. 

2 - employed and non-employed individuals. 
3 - individuals employed in companies with more than 5 employees. 

 
 

The results are not very surprising. Wages are higher for older and better educated 

people. The coefficient on the male dummy variables is positive, but men get lower 

returns to age and education.  

 

                                            
6 The truncation is made at the level of the National Minimum Wage (325PLN) on the left hand side 
and at the 99th centile of the distribution (2706.80PLN) on the write hand side of the distribution. See 
figure A1 in the Appendix for the shape of the lower end of the distribution before the truncation. 
7 For example we could not use the work experience information from AES as such information is not 
available in BAEL. 
8 A significant majority of those coefficients is statistically significant. the full set of results is available 
from the authors on request.  
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This estimation is used to generate a distribution of expected wages in AES and in the 

BAEL base sample (shown on figure 2a and 2b).9 The average expected wage for men 

and women in AES is 788.00 and 651.30 respectively, and BAEL base sample these 

numbers are: 780.40 and 611.40. Figure 2b – plotted for the BAEL base sample 

includes both the employed (in big and in small firms) as well as the non-employed 

people. Thus the difference between the two distributions should not be surprising. It 

is noteworthy that the most pronounced difference between the two charts is at the 

lower end of the wage distribution which is the effect of the fact that people with 

lowest human capital (expressed in the expected wage) are more likely not be 

employed and thus not be observed in the AES sample. The same argument would 

explain the difference in the average level of expected wages for both men and 

women.  
Table 2. Summary results of truncated wage regression in AES, 1996 

Dependent variable:  
log monthly gross wage 

   

 Coeff. St. error Significance 
level 

Age 0.4815 (0.0206) *** 
Age2 -0.0164 (0.0008) *** 
Age3 0.0003 (0.0000) *** 
Age4 0.0000 (0.0000) *** 
Education (base cat.: primary)    
   - higher  0.6741 (0.0031) *** 
   - secondary academic 0.4015 (0.0034) *** 
   - secondary vocational 0.3881 (0.0028) *** 
   - vocational 0.0647 (0.0033) *** 
Male dummy 0.6253 (0.2394) *** 
Age*male dummy -0.0397 (0.0262)  
Age2*male dummy 0.0022 (0.0010) ** 
Age3*male dummy 0.0000 (0.0000) *** 
Age4*male dummy 0.0000 (0.0000)  
Education * male dummy    
   - higher * male dummy -0.1871 (0.0041) *** 
   - secondary academic * male dummy -0.1995 (0.0059) *** 
   - secondary vocational * male dummy -0.1576 (0.0037) *** 
   - vocational * male dummy 0.0134 (0.0040) *** 
Regional dummies included 
Regional dummies*male dummy included 
    
Sigma 0.4085 (0.0005) *** 
    
Number of uncensored observations: 653,250 
Number of censored observations: 10,371 
Log likelihood -240134.61 

Source: authors’ calculations on the basis of AES 1996.  
Notes: Observations truncated at the National Minimum Wage (325zl) and at the top centile of 
the wage distribution. *** - significant at 1%, ** - significant at 5%. 

                                            
9 Expected wages are computed as: )ˆ2/1exp(*)ˆexp(ˆ 2σii wlw = . See Blundell et al. (2003). 
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Figure 2. Expected gross monthly wage distributions – AES and BAEL base sample 
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2a - Expected wage distribution in AES 2b - Expected wage distribution in the BAEL base 

sample 
Source: authors’ calculations on the basis of BAEL 1996-Q4 and AES 1996. 
 
 
The next step in the methodology is the estimation of employment probability models 

for BAEL samples over the period 1996-Q4 to 2003-Q2. Table A1 in the appendix 

presents the full set of results from the employment probit models run on 25 quarterly 

BAEL samples.10 In Figure 3 we present the dynamics of the mean, median and 90th 

and 10th percentile expected employment probabilities calculated for the BAEL base 

sample on the basis of employment probit equations run on BAEL samples from 

1996-Q4 to 2003-Q2.11 We thus calculate employment probabilities for people in the 

BAEL base sample as if the conditions they were subjected to were imported from 

future years. Employment probability changes significantly during the period from 

1996-Q4 to 2003-Q2 and the expected probability figures reflect the overall trends of 

the economy. From the point of view of the analysis presented in this paper it is 

important that the fall in the probability of being employed is not uniform. We can see 

that the 90th percentile probability falls only by about 6 percentage points, while the 

median and the 10th percentile probability fall by about 12 percentage points. Thus 

people at the lower end of the probability spectrum are much less likely to be 

employed at the end of the period than at the beginning of the period then people at 

the higher end of the spectrum.  

                                            
10 The sample selection criteria in these cases were identical to those applied to the BAEL base sample. 
11 Note that BAEL was discontinued in 1999 and there is no data available for the second and third 
quarter of 1999.  
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5. Aggregate average wage dynamics 1996 – 2003 

 

Since we now have a wage measure for every individual in the BAEL base sample, 

and measures of his/her probability of being employed (at different points in time), we 

can employ formulas from section 2 to derive the aggregate average wage dynamics 

for our sample.  

 

We start by presenting the difference probability weighting makes to the distribution 

of earnings in the BAEL base sample. The wage distribution is divided in 60 intervals 

of 25PLN. They are constructed in such a way that each of the expected wage 

measure falls into one of these intervals. If the frequencies with which people fall into 

these intervals are unweighted, then a histogram of these frequencies will (very 

closely) reflect the wage distribution from figure 2b. By applying employment 

probability weights to these frequencies we in a way “fire” people from these 

intervals. Since these probabilities are higher for those at the lower end of the 

earnings distribution, the distribution will shift thus affecting the calculated aggregate 

average wage. The unadjusted and the adjusted expected wage distributions are shown 

on figure 4. It is interesting to note that the probability-adjusted distribution is looks 

more alike the expected wage distribution from AES shown in figure 2. The aggregate 

average unadjusted wage is 719.92zl and the average rises to 754.29 once we adjust 

for employment probabilities. Probability weighing thus increases the computed 

average by 4.8%. 
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Figure 3. Trends in expected employment probability. BAEL – base sample 
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Source: authors’ calculations on the basis of BAEL 1996-Q4 – 2003-Q2;  
Notes: probabilities calculated on the basis of estimates on data from a specific quarter which were 
applied to BAEL base sample.  
 

Figure 4. Probability weighted expected wage distribution in BAEL base sample 

Expected gross earnings
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Source: authors’ calculations on the basis of BAEL 1996-Q4 and AES 1996. 
 
In the same way we employ formulas (3) and (4) to compute aggregate average wages 

for our sample using employment probabilities computed on the basis of BAEL 1997-

Q1 to 2003-Q2. By changing the probability weights we are able to examine how 

changes in the probability of employment affect the computed aggregate average 

wage at the time when the underlying wage distribution (i.e. the distribution of 

expected individual wages) remains unchanged. The only thing that affects the 

computed average wage is the probability that someone is in the sample of employed 

people or not. The result of this exercise is plotted on figure 5.  
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Figure 5. Probability of employment and dynamics of aggregate average wage 
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Source: authors’ calculations on the basis of BAEL 1996-Q4 and AES 1996. 
 
Changes in employment probability seem to have a very strong (and seasonal) effect 

on the aggregate average wage measure. In a scenario where individual wages remain 

unchanged and we only change the probability of being employed the computed 

aggregate average wage rises from 754.27zl in the fourth quarter of 1996 to 778.23zl 

in the second quarter of 2003, a change of 3.2%. The average wage is lowest in the 

fourth quarter 1997 (754.00) and highest in the first quarter 2002 (781.11zl) – here the 

average wage rises by 3.6% in the space of three years just because of changes in the 

probability of employment. The highest difference in the computed average from 

quarter to quarter is between the fourth quarter 2001 and the first quarter of 2002. 

Here the difference is 1.3% - driven entirely by changes in individual employment 

probabilities.        

  
6. Conclusion 

 

We have presented an exercise of simulating changes in the aggregate average wage 

which result purely from changes in the structure of employment with the underlying 

distribution of individual wages remaining unaffected. This is a simple, but to our 

knowledge so far not implemented, way of decomposing changes in the aggregate 

average wage into those which result from actual changes in productivity and those 

which are sole reflections of changes in the composition of the employed population. 
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The methodology was applied to Polish data on earnings and employment from the 

Autumn Earnings Survey and the Polish LFS (BAEL) respectively.  

 

The analysis shows that changes in employment in Poland must have had a significant 

effect on the observed dynamics of aggregate average wage in the second half of 

1990s and the first few years of the twenty  first century. Our estimation suggests that 

this effect was in the range of 3.5% and points to the important fact that seasonal 

changes in employment may significantly affect the average wage between two 

consecutive seasons.  

 

Our results are most likely to be the lower bound estimates of the effect of 

employment on average wage dynamics. This is because throughout the analysis we 

have assumed that wages are only determined by observed characteristics. This is 

clearly a very strong assumption. If it does not hold, and unobserved heterogeneity 

affects both wages and employment (and there is positive correlation between these 

effects) then the actual effect of changes in employment on the dynamics of aggregate 

average wage would be even stronger.  

 

Aggregate real wage increased in Poland by about 16% in the period covered by our 

analysis. This would mean that almost a quarter of the real growth in the average 

wage could be attributed purely to changes in the structure of employment between 

the end of 1996 and mid 2003. This degree of overestimation of actual (productivity 

related) changes in wages in the economy by using the “average”, must have had 

significant effects on the economy. The published wage statistics are often used as a 

benchmark for wage negotiations. Moreover, the overestimation of changes in real 

wages must have head significant fiscal consequences, given the use of the “average 

wage” as a reference point for several fiscal policy instruments. 
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Appendix 
 
 

Figure A1. Lower end of the wage distribution in AES 1996 – before truncation 
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Notes: 325PLN was the value of the National Minimum Wage in Poland in September 1996.  
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